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a b s t r a c t

Enhanced geothermal energy production requires the stimulation of natural fracture pathways to
increase fluid flow within a reservoir while still effectively recovering the heat. During injection/produc-
tion, reservoir permeability exhibits various degrees of enhancement or degradation with time. These
changes are generally attributed to various multiphysics processes that act both during short-term stim-
ulation and during production over the longer term. Important mechanisms of stimulation include tensile
failure by hydraulic fracturing or shear failure by hydraulic shearing. A wide range of methods have been
used to numerically simulate permeability enhancement in porous and fractured media including models
based on damage mechanics, discrete fracture mechanics, critical shear strain criteria, effective stress,
and even empirical permeability multipliers. We explore the use of damage mechanics to represent
hydraulic fracturing/shearing within the reservoir. The model incorporates an energy release rate micro-
crack model in mixed modes (opening – I and shear – II) to simulate damage and permeability enhance-
ment. The model is calibrated against compression tests to determine interrelationships between damage
and both deformation and permeability. It is then applied to contrast both isothermal and thermal
quenching effects during stimulation of hot reservoirs with cold fluid injection. The results illustrate that
when fluid pressures are sub-failure, the damage zone is limited to the near wellbore region. As fluid
pressure is increased, near wellbore mode II failure transitions to mode I hydraulic fracturing and rapidly
increasing damage. A method of simulating cold water injection induced damage due to both shear and
tensile failures is needed in the geothermal industry. This work offers a step forward in that direction.

! 2015 Elsevier Ltd. All rights reserved.

1. Introduction and background

Permeability is one of the most crucial hydrologic parameters
and can vary over 16 orders of magnitude [19]. Permeability often
determines the feasibility of projects involving geologic processes
and their economic potential. This is especially true in geothermal
energy production. Enhanced geothermal energy production
requires the stimulation of natural fracture pathways to increase
fluid flow without creating ‘‘short circuits” that allow cold fluid
to quickly pass through a system without gaining sufficient heat
energy. Changes in permeability are generally attributed to various
multiphysics processes that act both during short-term stimulation
and during production over the longer term. Important mecha-
nisms of stimulation include tensile failure by hydrofracking or
shear failure by hydroshearing; there is a growing interest in the
latter as it potentially contributes to a large stimulated volume

of self-propped fractures that is advantageous to heat transfer. In
addition, the long term response is modulated by processes of
chemical alteration (dissolution and precipitation), thermal and
poroelastic deformation of fractures or of the rock matrix, or
inelastic failure. All of these processes contribute to the evolution
of permeability within the reservoir. A wide range of methods
has been used to numerically simulate permeability evolution in
porous and fractured media. Models based on damage mechanics,
discrete element methods, critical shear strain criteria, cohesive
zone finite elements, the eXtended Finite Element Method (XFEM),
effective stress, and even empirical permeability multipliers have
been proposed.

Clark [9] published perhaps the first paper on hydraulic fractur-
ing (hydrofracking), then termed ‘‘pressure parting,” which was
targeted toward increasing oil well productivity. Hydrofracking is
understood to occur when injection pressure exceeds the mini-
mum principal stress. It is characterized by fractures opening in
tension and results in the development of highly permeable
fracture pathways. An alternative stimulation technique is termed
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‘‘hydroshearing.” The term was coined to indicate that existing
fractures can dilate and slip in shear at lower pressures than are
required by hydrofracking [8]. A benefit of this work’s mixed mode
approach is that both hydroshearing and hydrofracking and the
transition between the two stimulation techniques can be
simulated with this approach.

A common fracture modeling approach in finite element analy-
ses involves representing a fracture as a discontinuity and using
cohesive zone elements to control the failure energy. The concept
of a cohesive zone in fracture mechanics can be traced back to
the work of Barenblatt [2] and Dugdale [12] and are often referred
to as ‘‘Plastic Strip Yield Models”. The cohesive zone acts as a frac-
ture process zone where a resisting force or traction acts on each
crack surface as a function of the displacement jump across the
surfaces. Hillerborg et al. [18] were the first to apply a cohesive
zone model in finite element analysis to investigate crack forma-
tion and growth in concrete. Cohesive zone models have been used
to simulate hydraulic fracturing in hydro-mechanical models
[7,40,6]. In those works (and traditionally), the crack path was
specified a priori, so the locations of the cohesive elements were
known. However, there are formulations that allow for the
dynamic insertion of cohesive elements between any elements of
the finite element mesh (e.g., [47]). One of the main difficulties
in traditional cohesive zone modeling is overcoming mesh depen-
dencies, as fractures propagate along element edges.

The XFEM allows for discontinuities to cut directly through ele-
ments of a mesh [33]. This technique largely overcomes the prob-
lems with mesh dependencies in fracture discontinuity techniques.
Cohesive zone models have also been applied to the XFEM [32].
The XFEM technique has been used to model the behavior of single
fractures in THM modeling by Khoei et al. [25] and for modeling
hydraulic fracturing in a poroelastic medium [34]. Recently, Gupta
and Duarte [16] have developed a technique using the XFEM in 3D
hydraulic fracture simulations allowing for non-planar crack
propagation. The main strength of the XFEM is its ability to repre-
sent large-scale discontinuities without remeshing. However, in
reservoir rock, micro-scale discontinuities exist and can affect per-
meability and other material behaviors. These defects can perhaps
be much smaller than the size of the finite elements.

Damage mechanics is a branch of continuum mechanics that
incorporates micro-scale effects into the continuum scale model
through the damage variable [10]. Early damage mechanics work
was focused on expressing failure in metallic materials. Lemaitre
[27] provided an early treatise on the theory and usage of damage
mechanics for explaining the behavior of metals under high loads.
Mazars and Pijauder-Cabot [31] extended damage mechanics
theory for applications related to brittle materials such as concrete
and implemented it into finite element simulations. Halm and Dra-
gon [17] developed a thermodynamically consistent, easy-to-use,
and anisotropic implementation of damage mechanics into the
solid mechanics constitutive theory. Damage mechanics
approaches have now been used to study hydraulic fracturing in
reservoir rock [48,30]. These papers present a coupled hydro-
mechanical framework to test damage-induced permeability
enhancement models for application to shale oil plays. A noticeable
shortcoming in these approaches (for geothermal) is a lack of
consideration of thermal effects as well as non-tensile fracture
scenarios such as hydroshearing.

More recent examples of shear stimulation simulations with
geothermal applications can be seen in the works of Kelkar et al.
[24], Rutqvist et al. [39], and Dempsey et al. [11]. Rutqvist et al.
[39] used a simplified Coulomb criterion to determine the volume
that would be enhanced by shear failure near an injection site. The
initiation criterion was simplified so that it effectively became a
maximum principal stress criterion. Their work targeted pre-
stimulation behavior and permeability evolution was not taken

into account. Kelkar et al. [24] and Dempsey et al. [11] used a
Mohr–Coulomb initiation criterion to determine where shear slip
occurred near an injection site. Permeability was then altered by
either a multiplier [24] or by a sigmoidal function [11], both
designed to approximate the measured permeability data obtained
by Lee and Cho [26]. These works offer several attractive features,
however, the effects of fracture evolution on properties of the solid
constitutive theory were not accounted for in these works.

There are also a number of models that use an approach for sim-
ulating permeability enhancement by specifying permeability as a
function of effective stress [35,36]. In Nathenson [35] stress was
simplified to a scalar value and four different effective stress/per-
meability evolution relationships were tested against geothermal
well data. Pogacnik et al. [36] extended Nathenson’s ‘‘inverse
power” relationship to include the full stress tensor. These works
do not employ an initiation criterion, so permeability continuously
evolved with the stress state. The effective stress relationships of
Nathenson [35] can trace their roots back to the cubic law of planar
fracture flow popularized by Gangi [14]. While the law theoreti-
cally describes flow through a single channel, it often breaks down
in complex flow regimes with multiple nonlinear fracture
pathways.

In this work, we employ a damage mechanics approach by
extending previous work [30,37] to account for a mixed mode frac-
ture criterion that accounts for both shear and tensile failure
regimes using microcrack fracture mechanics inside the finite ele-
ments. Both shear and tensile failure modes are of interest in
Enhanced/Engineered Geothermal Systems (EGS) and a unified
model that can account for both modes in a THM simulator has
not been previously investigated. THM simulation results of a cold
water injection scenario in a uniform 2D medium are shown in the
results section. Also, we account for permeability evolution as a
result of micromechanical damage that is incurred during loading.

2. Balance equations

2.1. Linear momentum balance for the rock matrix

In this work, inertial forces in the solid rock matrix are ignored.
The linear momentum balance (from [4]) is written as:

$ ! rþ f ¼ 0 ð1Þ

where the vector $ ! r is the spatial divergence of the Cauchy stress
tensor (to be formally defined in the next section) and f a vector of
body forces (both external and density related). Note that bold-face
fonts are used to express matrix and vector quantities. The Cauchy
stress can be split into two components to represent the effect of
pore fluid pressure on the solid matrix [29,19]:

r ¼ r00 & apI ð2Þ

where r00 is Biot’s effective stress tensor, a is a constant between 0
and 1, p is the pore fluid pressure, and I is the identity tensor. The
effective stress is defined by

r00 ¼ CD : e& eTð Þ ð3Þ

where CD is the fourth-order material constitutive tensor (that
includes damage), e is the strain tensor, ‘‘:” represents the double
contraction of two tensors, and eT is the thermal strain tensor given
by

eT ¼ bs

3

! "
DT I ð4Þ

where bs is the volumetric coefficient of thermal expansion of the
solid and DT is the change in temperature from the reference state.
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2.2. Mass balance

The pore fluid is assumed to be single phase and consist of fully
saturated pure water. The mass balance equation can be written
(from [29]):

0 ¼ & 1& nð Þbs þ nbwð Þ @T
@t

þ 1& n
Ks

þ n
Kw

! "
@p
@t

þ $ ! j
lw

&$pþ qwg½ (
# $

& Qp ð5Þ

where the subscripts s andw refer to the solid and fluid components
respectively, t is time, n is the porosity, K are the bulk moduli, j is
the permeability tensor, lw is the fluid viscosity, qw is the fluid den-
sity, g is the gravity acceleration vector, and Qp represents fluid
mass flow into the system. The derivation of (5) assumes Darcy
flow, linear dependence of porosity, rock density, and fluid density
on pressure and temperature.

2.3. Energy balance

Lastly, to couple thermal effects, we introduce the energy
balance equation, also from Lewis and Schrefler [29]:

0 ¼ qwCw þ qsCsð Þ @T
@t

þ qwCw
j
lw

&$pþ qwgð Þ ! $T & $ ! v ! $Tf g

ð6Þ

where C represents the specific heat, qs is the density of the solid,
and v is the effective thermal diffusivity of the saturated medium.
In (6), fluid viscosity and density were taken to be dependent on
temperature only.

We know that parameters such as permeability and Cauchy
stress depend upon the deformation state of the material. One pos-
sible theoretical framework for capturing this dependency is dam-
age mechanics. The necessary details for this work will be
discussed in the following sections.

3. Constitutive equations

3.1. Damage mechanics

Kachanov [22] is credited with the original formulation of dam-
age mechanics. Lemaitre [28] explains that it is useful to view
Kachanov’s description as a one-dimensional surface damage vari-
able in a system under uniaxial load as seen in Fig. 1. Damage may
be interpreted at the microscale as the creation of microsurfaces of
discontinuities. At the mesoscale, the number of broken bonds or
the pattern of microcavities may be approximated in any plane
by the area of the intersections of all the flaws with that plane:

D ¼ SD
S

ð7Þ

where S is the area of intersection of a plane with a representative
volume element and SD is the effective area of the intersections of
all microcracks and cavities that lie in S. In the extremes, if the sur-
face S contains zero microcracks, the damage scalar D ¼ 0 and if the
surface is entirely composed of microcracks, the damage scalar
D ¼ 1. A critical isotropic damage value Dc exists that corresponds
to total rupture of the solid. That value is reported to typically be
between 0.2 and 0.8 in metals based on experimental evidence
[27]. In the simplest terms, damage could be taken to reduce the
Youngs modulus (E) of the material by a factor:

eE ¼ 1& Dð ÞE ð8Þ

where eE can be viewed as an ‘‘effective” Young’s modulus.
The first step in applying damage mechanics is to define the

damage variable. The damage variable could be defined by a scalar,
a second-order tensor, or a fourth-order tensor [10]. In this work,
we define damage as a second-order tensor. This allows for either
isotropic or anisotropic damage descriptions and is relatively easy
to implement and computationally inexpensive. However, in all
the example problems presented here, we have utilized isotropic
damage, so each component of the damage tensor was taken to
be equal. The damage tensor is defined by

D ¼
X

k

dknk ) nk ð9Þ

where dk is a dimensionless scalar function between 0 and 1 pro-
portional to the theoretical microcrack length in a representative
volume element and nk are unit normal vectors that characterize
the direction of the microcrack [30]. If an element is completely
intact without damage, dk ¼ 0; in the completely damaged case,
dk ¼ 1. The completely damaged case would correspond to material
failure and the inability to transmit stress. In a similar fashion to Lu
et al. [30], the damage scalar dk is defined as

dk ¼ Dmax
a2k & a20

a20
ð10Þ

where ak is the crack length of the kth microcrack in an element and
a0 is the original crack length. As this work is limited to 2D and (10)
is only valid for that case, however, Lu et al. [30] also present the 3D
equivalent. We assume that a single microcrack exists in the ele-
ment that it is favorably oriented to the principal stress directions
to result in a maximum energy release rate (to be defined in the
next section). Dmax is the maximum damage value that results in
complete rupture that could be determined based on experimental
evidence. Its value is bounded by ‘‘1”. In order to bound the maxi-
mum value of dk to be Dmax, we also set a maximum crack length
in this work and did not allow damage or crack length to increase
past that point. This ensures that the damage evolution can empir-
ically match experimental data for bulk behaviors such as stress–
strain and permeability–strain, but may be incorrect regarding
absolute magnitudes of microcrack length. However, the authors
lack experimental microcrack data, so these crack lengths are best
viewed as estimates. Ideally, a critical crack length would be that
which results in element failure and dk ¼ Dmax. Solving Eq. (10)
for dk ¼ Dmax gives amax ¼ a0

ffiffiffi
2

p
. Together with a constitutive model

to determine the effect damage has on the stress–strain response,
linear elastic fracture mechanics can be used to compute the evolu-
tion of the microcrack length ak.

3.2. Solid mechanics constitutive model

Damage is the process of the initiation and growth of microc-
racks and cavities [42]. At the micro-scale, these phenomena are
discontinuous. Damage could be considered as a deterioration pro-
cess similar to irreversible strain [3]. The damage variable is writ-Fig. 1. 1-D damaged bar under uniaxial load (adapted from [28]).
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ten in terms of stress or strain and can be used in solid mechanics
analyses to predict the initiation and evolution of microcracks.
These cracks can affect a variety of parameters including, but not
limited to, material stiffness and permeability.

A strain energy density function serves as the starting point of
constitutive model development and describes the work done by
stresses to deform a body from the initial configuration to the
deformed configuration. The strain energy density function can
be expressed in terms of damage as [17]:

W e;Dð Þ ¼ 1
2
k tr eð Þ2 þ ge : eþ Fe : Dþ Atr eð Þe : Dþ 2B e : eð Þ : D

ð11Þ

where trð!Þ denotes the trace of a tensor, k and g are the Lamé
parameters, F is a constant governing residual damage effects (sim-
ilar to permanent deformation), A and B are supplementary damage
constants related to moduli degradation and D is the second order
damage tensor defined in the previous section. Taking the first
derivative of the strain energy density with respect to strain yields
the Cauchy stress tensor:

r ¼ @W
@e

¼ k tr eð ÞIþ 2geþ FDþ A tr eDð ÞIþ tr eð ÞD½ ( þ 2B eDþ Deð Þ

ð12Þ

Application of an additional derivative with respect to strain gives
the fourth-order damage elasticity tensor show in Eq. (3). In indicial
notation:

CD
IJKL ¼

@rIJ

@eKL
¼ @2W

@eIJ@eKL
¼ kdIJdKL þ g dIKdJL þ dILdJK

& '
þ A dIJDKL þ DIJdKL

& '

þ B dIKDJL þ dILDJK þ DIKdJL þ DILdJK
& '

ð13Þ

This simple formulation was proven to be thermodynamically
consistent by Halm and Dragon [17] and is powerful as it is easy
to implement in any finite element code in the same way that
any nonlinear elastic material model may be implemented. The
inclusion of damage in the solid constitutive model allows for the
simulation of nonlinear stress strain behavior that is associated
with damage evolution in the material and ultimately the simula-
tion of material failure as well. There are notable drawbacks to this
approach, predominantly, the exclusion of plastic constitutive
behavior. Materials that undergo plastic deformation do behave dif-
ferently under increments of shear stress than do elastic materials
[5]. Therefore, this approach would be expected to have a reduced
shear stress localization effect. However, for small strains in brittle
materials, the approach outlined in this work is reasonable. The
interested reader is pointed toward the works of Voyiadjis and
Kattan [42] for implementation of damage mechanics with plastic
constitutive models.

The evolution of the damage tensor D can be controlled through
almost any function of stress and strain [48]. de Borst et al. [10]
present a strain energy measure more appropriate for metals,
while Mazars and Pijauder-Cabot [31] developed a strain depen-
dent formulation for brittle materials such as rock or concrete.
Stress-based plasticity yield conditions can also be used such as
the Drucker-Prager or Mohr–Coulomb conditions. In this work
we adopt a similar approach to Lu et al. [30] based on critical frac-
ture mechanics quantities. The next section will outline the frac-
ture mechanics used to determine damage evolution in this work.

4. Fracture mechanics

Inglis [20] first derived the analytical stress concentrations
around an elliptical flaw and Griffith [15] invoked the first law of

thermodynamics to formulate a fracture theory based on an energy
balance. Consider Fig. 2 which shows a section of an infinite plate
subject to a biaxial state of stress with a flaw of length 2a oriented
at angle a. In the figure, r2 is the principal stress with the lower
magnitude, regardless of sign (+/& for tension/compression in
standard engineering notation). In 2D, there are two types of load-
ing that the crack can experience: (1) Mode I, which is applied nor-
mal to the crack, acts to open the crack and (2) Mode II, which
corresponds to in-plane shear loading and slides one crack surface
with respect to the other. In 3D, Mode III also exists, which corre-
sponds to out-of-plane shear loading. The concentration of stresses
near the crack tip results in a stress intensity factor, termed Km

where m refers to the mode of loading present. Therefore, a stress
intensity factor exists for all loading modes, i.e., KI;KII , and KIII.
Brittle materials have material parameters called the critical stress
intensity factors that are associated with material failure. They are
denoted KIC ;KIIC , and KIIIC . In a brittle material subject to loading in
a single plane, failure occurs when Km ¼ KmC .

A useful example is the case where a ¼ 0* and r1 ¼ 0 which
corresponds to pure Mode I loading. The Mode I stress intensity
can be expressed as:

KIð0Þ ¼ r2
ffiffiffiffiffiffi
pa

p
ð14Þ

For the biaxial case in Fig. 2, the Mode I and II stress intensity fac-
tors can be determined from Anderson [1] or Eftis and Subramonian
[13]:

KI ¼ KIð0Þ cos2 aþ B sin2 a
( )

ð15Þ

KII ¼ K1ð0Þ sina cosað Þ 1& Bð Þ ð16Þ

where

B ¼ r1

r2
ð17Þ

The relations given in (15)–(17) are valid for biaxial compression,
tension, or mixed loading scenarios. However, it should be noted
that a negative KI value indicates that the crack faces pass through
each other. Therefore, the theoretical minimum for KI is 0.

As stated earlier, Irwin developed an energy release rate failure
theory based on Griffith’s work [21]. The energy release rate is a
measure of the energy available for crack extension. It shows
that the stress intensity factor values for each mode are additive
Anderson [1]:

Fig. 2. Cracked plate subject to a biaxial stress state (adapted from [1,13]).
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G ¼ K2
I

E0 þ
K2

II

E0 þ
K2

III

2g ð18Þ

where the energy release rate is expressed as G in homage to Alan
Griffith and

E0 ¼ E
1& m2 ð19Þ

for 2D plane strain and 3D analyses where E is Young’s modulus and
m is Poisson’s ratio. Similarly to the stress intensity factor, a critical
energy release rate GC exists that is a material property and results
in crack propagation.

5. Permeability enhancement

There is some data in the literature that seeks to characterize
permeability as a function of strain, based on experiments. Most
of that work is related to the ‘‘cubic law” and flow through single
fractures [14,44]. There are very few experimental studies that
characterize bulk permeability as a function of bulk deformation
and most of them are limited to sandstone samples
[41,43,46,48]. Those works report permeability values with some
variability, e.g., the maximum permeability reported is of the order
of 1e&16, 1e&18, 1e&17, and 1e&13 m2, respectively. For this
study, model calibration was based on the normalized permeabil-
ity–strain curves as shown in Fig. 4. The value of permeability was
then scaled to be realistic for a representative geothermal rock. As
a starting point for this work, we chose to cast permeability as a
function of damage, instead of stress or strain. This enabled a con-
sistent permeability evolution calculation to be performed regard-
less of the damage evolution criterion used. The permeability
function used in this work was [37]:

j Dð Þ ¼ j0 þ j1 Dð Þ & j2 Dð Þ ð20Þ

where j0 is the initial (potentially anisotropic) diagonal permeabil-
ity tensor with individual components j x

0 ;j
y
0 , and j z

0. The diagonal
matrices j1 and j2 are composed of sigmoidal functions designed to
capture permeability changes with damage qualitatively similar to
the expected enhancement behavior [37,41,43,46,48] and defined
as:

ji
1 ¼ jmax & ji

0

1þ exp &v1 Di & D1

( )h i ð21Þ

ji
2 ¼

jmax & jf

1þ exp &v2 Di & D2

( )h i ð22Þ

where the superscript i ¼ x; y, or z (11, 22 or 33 components of the
matrices). Therefore, damage could be anisotropic. However, in this
work, we assumed isotropic permeability. The other parameters are
all curve fit parameters adjusted based on available experimental
data. jmax;j0, and jf define the maximum, initial, and final perme-
ability values for each direction; v1;2 are parameters that adjust the
slope of the permeability as a function of damage curve; and D1;2

adjust the critical damage values that result in permeability evolu-
tion. The results of using this model to match permeability/strain
laboratory data can be seen in Fig. 4.

6. Solution strategy

The governing differential equations of (1)–(6) were solved
using the finite element method. The details of the discretization
technique used can be seen in Pogacnik et al. [38] or Lewis and
Schrefler [29]. Application of the finite element method gives rise
to the following global system of equations for solution:

Ku& Qp& KuTT ¼ fu ð23Þ

Hpþ S
@p
@t

þ R
@T
@t

¼ fp ð24Þ

KTTþ CT
@T
@t

¼ fT ð25Þ

where the unknown primary variable vectors are u = displacement,
p = pore fluid pressure and T = temperature. The interested reader is
directed toward Pogacnik et al. [38] for the details of the matrices
and right hand side forcing vectors.

Eqs. (23)–(25)were solvedusingwhat is often called an ‘‘iterative
split operator algorithm” (ISO) or ‘‘sequential iterative approach”
(SIA) from Yeh and Tripathi [45] or Kanney et al. [23] by first solving
for p and T simultaneously, then using those results to solve for u,
then iterating until convergence before marching on in time. Algo-
rithm 1 gives pseudocode for the SIA algorithm used in this work.

Algorithm 1. Pseudocode for sequential iterative approach (SIA)

After the discretization of the geometry and setup of the initial
material properties and conditions, time stepping can begin.
Boundary conditions were then set up as they could be time
dependent. We chose a global convergence criterion of the maxi-
mum L2 norm in the change of the primary variable vectors u;p,
and T to be less than a tolerance (1:0+ 10&10). That is,

kxk2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi & xi&1Þ2

q
< 1:0+ 10&10 ð26Þ

where x ¼ u;p; and;T and i is the iteration counter of the global
convergence loop. To solve the TH problem, Eqs. (24) and (25) can
be recast in the following matrix system of equations:

H 0
0 KT

* +
p
T

* +
þ

S R
0 CT

* +
d
dt

p
T

* +
¼

fp
fT

* +
ð27Þ

that can then be solved by a single step finite difference operator as
in Lewis and Schrefler [29] and the Newton–Raphson (NR) iteration
procedure. During the NR iteration step, we enforced a tolerance of
1:0+ 10&16 in the L2 norm of the change in the unknown vectors.
After solving (27), the resulting p and T vectors can be substituted
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into (23) to solve for the solid displacements. The stiffness matrix K
was set up in the usual way, i.e.,

K ¼
Z

Xe

BCDB dXe ð28Þ

where B are ordinary finite element matrices containing the shape
function derivatives (see [29]), Xe is the domain of the current ele-
ment e, and CD is the stiffness matrix created by collapsing the
indices of the fourth-order elasticity tensor from Eq. (13) due to
symmetries. Recall that the elasticity tensor is dependent upon
the current state of damage in the material. Since the introduction
of damage results in a material nonlinearity, the NR iteration proce-
dure was also performed during the solution of (23) with the same
tolerance of 1:0+ 10&16 enforced.

After the solid mechanics calculation, the damage was updated
for subsequent global iterations at the current time step. The first
step to updating the damage variable was to compute the stress
state at the center of each element. The value of Griffith’s energy
release rate G was evaluated for each element by Eq. (18). Recall
that G is dependent upon the orientation of the critical micro crack
in the element. We tested crack orientations of a = 0–180" in 1*

increments and assumed that a crack existed with the orientation
a that resulted in the highest G value. If G was higher than the crit-
ical energy release rate for the material GC , then crack growth
occurred. The equilibrium crack length ak for the current stress
state results in G ¼ GC [30]. We iterated on crack growth incre-
ments until a final crack length ak was found that resulted in
G ¼ GC . The scalar damage value dk was then updated by Eq. (10).
Element rupture occurs when ak > amax and results in dk ¼ Dmax.
The damage value then was used to update the permeability by
Eqs. (20)–(22). The computation then returned to the beginning
of the current time step to recalculate all the primary variables
unknown vectors (p; T, and u). This again was followed by crack
length and damage updates until the change in the global iteration
norm was below the specified tolerance.

7. Modeling

7.1. Model calibration

It is first necessary to calibrate the numerical model with some
known data. While there is little laboratory data that studies the
relationship between the stress–strain state and permeability, some
work has been performed on brittle reservoir sedimentary rocks.
Examples of these exercises can be seen in Tang et al. [41], Wang
and Park [43], Zhang et al. [46], Zhou et al. [48]. The calibration
method used here was identical to the method performed in Pogac-
nik et al. [37], however that work did not utilize a mixed mode ini-
tiation criterion, but a critical strain energy initiation criterion.

For calibration of the stress–strain and permeability–strain
responses, we used compression test data from Tang et al. [41],
Wang and Park [43], Zhang et al. [46], Zhou et al. [48]. Fig. 3 dis-
plays the stress–strain result of the model compared to the exper-
imental data. In this analysis, the parameter F of Eq. (12) was set to
0. This is valid assuming that no unloading or cyclic loading is pre-
sent. The parameters A and B were chosen to be equal to &k=2 and
&g=2 respectively so that in the case of maximum damage (D ¼ I),
the Cauchy stress calculated by (12) returns a zero stress state and
thus, a zero stiffness analogous to Eq. (8). Young’s modulus E was
set to be 17.0 GPa and Poisson’s ratio m was set to be 0.2. A com-
plete list of all the material properties used in this study is pre-
sented in the next section in Table 3. Fig. 4 displays the
permeability–strain result of the model compared to experimental
data. The permeability enhancement-related material properties
used in Eqs. (21) and (22) are presented in Table 1. As noted in

the previous section, the available experimental data for perme-
ability had very large differences, even within sandstone samples.
Therefore, the permeability values were normalized for calibration.
Table 2 displays the minimum and maximum reported permeabil-
ities for sandstone samples from each reference.

7.2. Simulation set-up

Two different finite element geometries were tested in this
work. The first was a 2-D confined compression cylinder based
on the geometry used for confined compression experiments by

Fig. 3. Stress–strain response for sandstone samples from data in the literature and
calibrated response of this model.

Fig. 4. Permeability–strain response for sandstone samples from data in the
literature and calibrated response of this model.

Table 1
Material parameters for permeability enhancement.

Parameter Value

j0 1:0+ 10&15 m2

jmax 5:0+ 10&14 m2

jf 4:0+ 10&14 m2

v1 100
v2 100

D1 0.50
D2 0.85
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Wang and Park [43]. The second geometry was used to represent a
single geothermal well injection scenario. Figs. 5 and 6 display the
geometry and boundary conditions for the confined compression
test simulation and single well injection scenario respectively.
The material properties used in this work are presented in Table 3.

The confined compression test was set up to be as close as pos-
sible to the experiments by Wang and Park [43]. The top surface
was loaded at a fixed vertical displacement rate _uy ¼ &0:11 mm/s
and fixed against displacement in the horizontal direction. The bot-
tom surface was fixed against displacement in both the horizontal
and vertical directions. The specimen was subjected to a compres-
sive horizontal confining stress rH ¼ 5:0 MPa. The initial pore fluid
pressure in the entire domain was set to 4.8 MPa and the top pres-
sure (Pt) was fixed at that value. The bottom pressure (Pb) was set
to 3.3 MPa giving DP ¼ 1:5 MPa in the isothermal domain. The
entire simulation time was 16 s with time steps ranging from 0.1
to 2 s.

In the injection scenario, multiple in situ stress and fluid pres-
sure states with different injection pressures were tested. The ini-
tial stress, pore fluid pressure, and temperature conditions were all
meant to be representative of an area around 3 km depth in a
geothermal reservoir. In all cases, the bottom surface was fixed
from normal displacement (roller BC) and the center node was
pinned from horizontal displacement. Horizontal tractions were
placed on the left and right surfaces and a vertical traction was
placed on the top surface. The pore fluid pressure and temperature
were specified throughout the domain initially. The center well
bore was subjected to subsequent over pressurization of pure
water (as a function of time) both at the initial temperature and
at a lower temperature (isothermal or cold water injection
scenarios, respectively). Initially, we tested the isothermal case,

with different hydrostatic pore fluid pressures to determine what
fluid pressure values result in a transition from mode II damage
around the well bore to mode I induced damage. Subsequent sim-
ulations were designed to determine conditions for fracture prop-
agation and damage states near the well bore due to fluid injection.

8. Results and discussion

8.1. Confined compression test

In the confined compression test simulation, the medium was
taken to be uniform and isotropic with no initial damage distribu-
tion. While this is not realistic of fractured reservoir rock, it does
allow for the calibration of the material model based on the data
at hand. The engineering stress strain curve was plotted in Fig. 3
in the previous section and shows a reasonable fit with the exper-
imental data. The figure shows an initial elastic portion, followed
by a section of micro crack growth that is similar to a traditional
‘‘yield” portion of a stress–strain diagram. The parameter GC was
calibrated to match the initial ‘‘yield” stress portion from these
data. When element crack length ak ¼ amax, then the elements were
considered to have ruptured and dk was set to equal Dmax. This cor-
responds to a sharp decline in stress when strain is greater than
about 0.012 (m/m). The value of Dmax determines the post failure
stiffness of the specimen. We chose 0.92 to achieve the stress val-
ues seen at high strains in the experimental data.

To test for time step dependence, time steps of 2 s, 1 s, and 0.1 s
were tested. The figure shows that the stress–strain results are the
same for each time step size, but the time discretization causes
changes in material behavior to be resolved slightly differently
(such as the transition that occurs when ak P amax). However, at
coincident times the results for each case were the same (i.e.,
t = 2, 4, 6, 8 s). Fig. 7 shows the damage state of the confined

Table 2
Permeability values from experimental works.

Reference jmin (m2) jmax (m2)

Tang et al. [41] 5:0+ 10&17 4:0+ 10&16

Wang and Park [43] 1:5+ 10&20 3:1+ 10&18

Zhou et al. [48] 1:0+ 10&17 1:0+ 10&13

Zhang et al. [46] 1:0+ 10&18 7:0+ 10&17

Fig. 5. Geometry of confined compression simulation based on work of Wang and
Park [43].

Fig. 6. Geometry for the single well injection scenario simulations.

Table 3
Values of material properties used in this study.

Parameter Symbol Value Units

Rock density qs 2600.0 kg/m3

Young’s modulus E 17+ 109 Pa
Poisson’s ratio m 0.20 –
Water bulk modulus Kw 3:3+ 109 Pa
Rock coefficient of thermal expansion bs 1:7+ 10&5 1=*C
Rock specific heat Cs 840.0 J/kg *C
Water specific heat Cw 4187.0 J/kg *C
Critical energy release rate Gc 4200.0 Pa m
Maximum damage Dmax 0.92 –
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compression test at the point of specimen failure (t = 8 s). Notice
the well-known 45* conjugate shear planes forming in the speci-
men at failure.

Matching the permeability–strain plots proved to be more diffi-
cult than stress–strain behavior. This is probably due to the fact
that Eqs. (20)–(22) only express permeability as a function of dam-
age, when it is in fact a complex function of a number of multi-
physics phenomena. From Fig. 4, we see that the significant
permeability enhancement occurs at large strains (high damage)
that is near the failure point of the material. From Eqs. (21) and
(22): jmax determines the maximum permeability reached in the
simulation; jf determines the final enhanced permeability at large
strains; and the parameters D1;2 adjust the damage values where
transitions occur in the permeability behavior. Therefore, increas-
ing D1 would result in permeability increasing at a larger strain/-
damage value, while changing D2 would result in changing the
strain/damage value at which permeability settles into its final
value. This is an entirely empirical relationship designed to match
laboratory behavior. A better relationship is needed and this is the
subject of an active field of research.

8.2. Well bore injection scenario

This section presents the results for the various well bore injec-
tion scenarios tested in this work. The first case is a damage free
isothermal case with equal horizontal and vertical principal stress.
The second case includes isothermal and cold water injection sce-
narios with damage for the same equal principal stresses. The final
test case presents results for a hydrofracking simulation with cold

Fig. 7. Damage state of CCT simulation at t = 8 s.

Fig. 8. Results for mode I stress intensity factor near a well bore in a domain with equivalent biaxial compressive stresses of 70 MPa and pore fluid pressure of (a) 60 MPa and
(b) 70 MPa.

Fig. 9. Results for mode II stress intensity factor near a well bore in a domain with equivalent biaxial compressive stresses of 70 MPa and pore fluid pressure of (a) 60 MPa and
(b) 70 MPa.
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Fig. 10. Plot of KII from Fig. 9(a) and KI from Fig. 8(b) at 0", 45", and 90* .

Fig. 11. The temperature response (left) and pressure response (right) after 1000 s of cold water injection in a domain with principal stresses of rH ¼ rV ¼ 70 MPa.

Fig. 12. The mode II stress intensity response near an injection well for a (a) cold water injection scenario and (b) an isothermal injection scenario, each with 70 MPa
horizontal and vertical principal stresses applied in a medium subject to an initial pore fluid pressure of 35 MPa and an injection pressure of 45 MPa.

Fig. 13. The mode I stress intensity response for the simulation presented in Figs. 11 and 12.
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water injection and unequal horizontal and vertical principal
stresses.

8.2.1. Damage free (elastic) case
Fig. 8 displays the mode I stress intensity in the area around the

well bore for a case where rH ¼ rV ¼ 70 MPa and the pore fluid

pressure is fixed at 60 MPa in (a) and 70 MPa in (b). Fig. 9 displays
the mode II stress intensity factor around well bores in the same
stress/pressure state as Fig. 8. Fig. 10 displays the KII result from
Figure (a) and the KI result from figure (b) at 0*;45*, and 90* from
the well bore. This highlights that the problems are radially sym-
metric, however a 1-D radial model would not be adequate to cap-

Fig. 14. Isotropic damage around an injection well for the scenarios presented in Figs. 11–13.

Fig. 15. Isotropic damage in near a well bore subject to rH ¼ 35 MPa and rV ¼ 70 MPa with an initial pore fluid pressure of 20 MPa subject to the injection of 100
*
C water at

110 MPa.

J. Pogacnik et al. / Computers and Geotechnics 71 (2016) 338–351 347



ture the effects of stress concentrations associated with the pres-
ence of the well bore in a biaxial stress state. The results of Figs. 8
and 9 do not include any damage. Therefore, they represent the
elastic response only. In the elastic case, we found that when the
principal stress with the maximum magnitude became tensile,
the dominant mode shifted from mode II to mode I. Recall that
stress intensities and energy release rates are determined with
respect to an oriented crack (see Fig. 2). As stated earlier, we
assume that a microcrack exists inside each finite element and that
it is oriented in the most favorable direction for the maximum
energy release rate as calculated by Eq. (18). While these results
were generated by employing a uniform pore fluid pressure, they
are indicative of the results in the case of borehole over pressuriza-
tion. That is, with equal principal stresses, when the highest mag-
nitude principal stress becomes tensile around the well bore, the
mode changes to mode I and the mode II response drops to zero
as seen in Fig. 9(b).

8.2.2. Equivalent principal stress cases with damage
Figs. 11–13 display the result of simulations with the same

70 MPa vertical and horizontal principal stresses as Figs. 8(b) and
9(b) only with damage included. The introduction of damage
results in a reduction in stress (see Fig. 3) in the damaged areas
due to softening. This results in a lower injection pressure require-
ment to transition from mode II to mode I. In the elastic case of
Figs. 8 and 9, the transition from mode II to mode I occurred at a

pore fluid pressure between 60 and 70 MPa. However, with dam-
age included, the transition occurs at an injection pressure
between 45 and 55 MPa. This indicates that the failure mode is
opening even below the minimum far field principal stress
(70 MPa).

In the simulations performed in Figs. 11–13, the initial pore
fluid pressure was taken to be 35 MPa (half of the in situ principal
stresses). The left hand images in each figure display the result for
a cold water injection scenario where 100

*
C water was injected

into an initially 200
*
C domain. The well was pressurized to

45 MPa in the first time step and held constant for the remainder
of the simulation. The simulations employed a time step size of
100 s and ran 12 time steps (1200 total seconds). The images dis-
play the end state of the simulation. Fig. 11 displays the tempera-
ture response (left) and the pressure response (right) of the cold-
water injection simulations of Figs. 12 and 13.

Fig. 12 displays the mode II response around the injection well
for (Fig. 12(a)) the cold water and (Fig. 12(b)) the isothermal injec-
tion scenarios of Fig. 11. For scale, the extent of the mode II influ-
ence in (Fig. 12(a)) roughly corresponds to the temperature front
seen in Fig. 11 (left). So, the area that has cooled is subjected to a
small shearing mode II stress intensity. However, the magnitude
of that stress intensity is not large enough to create any damage
for the given uniform medium. Fig. 13 displays the mode I stress
intensity result for the same simulations. Notice that in the cold
water injection case (Fig. 13(a)), some mode I opening is present

Fig. 16. Temperature response of the hydrofrack simulation at various times corresponding to Fig. 15.
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at the well bore surface. This means that the reduction in temper-
ature has reduced the stress state enough to transition from shear
failure to opening failure near the well bore. However, in these
simulations, the damage (Fig. 14) does not continue to propagate
outward unless the injection pressure is further increased.

Fig. 14 displays the damage result for the simulations of
Figs. 11–13. The damage is steady state in the images and would
not continue to expand unless the injection pressure were
increased or the injected fluid temperature were decreased. This
is due to the choice of coefficient of thermal expansion bs. A higher
bs value would result in larger displacements and a damage front
following the cold water front. In this case, the pore fluid pressure
alone is strong enough to cause damage, albeit mode II. However,
the transition to mode I failure seen in Fig. 14(a) (the cold water
injection scenario) resulted in more damage than in Fig. 14(b)
the mode II controlled case (isothermal fluid injection). In sum-
mary, cold water injection has caused more damage than hot water
injection, however that damage cannot propagate without a
change in material parameters (b), an increase in well overpres-
sure, or perhaps an existing weakness (fracture) in the area. This
means that understanding in situ material parameters and
fractures in the area of a stimulation well are very important to
promoting controllable permeability enhancement.

8.2.3. Hydrofracking simulations with unequal principal stresses
Scenarios with equivalent horizontal and vertical principal

stresses result in radial damage in the near well bore region (see
Fig. 14). We sought to set up a biaxial stress state with unequal
principal stresses in order to propagate a damage region similar
to a crack. In this scenario, the horizontal principal stress was set
to be rH ¼ 35 MPa and the vertical principal stress was set to
rV ¼ 70 MPa. The initial pore fluid pressure was set to 20 MPa to
be low enough to avoid mode I damage before any well bore

pressurization occurred. The well bore was pressurized to
110 MPa with 100

*
C water. This situation most closely simulates

a hydrofracking scenario. The injection pressure was much higher
than previous simulations in this work because lower injection
pressures resulted in small regions of localized damage near the
well bore. A higher pressure scenario allowed for damage propaga-
tion analogous to crack propagation. Fig. 15 displays the damage at
100 s, 300 s, 500 s, 700 s, and 800 s after the onset of fluid injection.
Notice that damage propagates nearly vertically – the expected
direction given the stress state.

Fig. 16 displays the temperature response of the hydrofrack
simulation at the same times reported in Fig. 15. The damaged
zones result in an increase in permeability as calibrated in Sec-
tion 8.1. The increase in permeability results in a greater cooling
of the rock in and around those pathways due to the advected heat
transfer. The rapid cooling of the rock and passing cold fluid from
well to well is a scenario to avoid in geothermal energy extraction.

Fig. 17 displays the (Fig. 17(a)) mode II stress intensity and
(Fig. 17(b)) mode I stress intensity responses at t = 700 s for the
hydrofrack simulation. The areas far away from the well bore, that
are subjected to a biaxial compressive stress state and are not
affected by the damage zone near the well bore are predominately
in a mode II regime. However, the areas of damage near the well
bore are opening primarily in tension (mode I). Fig. 18 shows the
maximum principal stress result of the cold water injection sce-
nario at t ¼ 200 s (Fig. 18(a)) and t ¼ 600 s (Fig. 18(c)) after injec-
tion. The tensile stresses develop as a result of the high injection
pressure in the area where mode I is dominant.

9. Conclusions and future work

Damage mechanics offers a natural framework for numerical
THM modeling for the investigation of injection-induced damage

Fig. 17. The stress intensity responses for (a) mode II and (b) mode I for the hydrofrack simulation at 700 s.

Fig. 18. The maximum principal stress result at 200 s (a) and 600 s (b) for the hydrofrack simulation.
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and permeability evolution in geothermal energy settings. In this
work, we applied an energy release rate microcrack model in
mixed modes (opening – I and shear – II) to simulate damage
and permeability enhancement in confined compression tests
and well bore injection scenarios of isothermal fluid and cold water
injection. We calibrated the model with some basic stress–strain
data for reservoir sandstones, but it is our immediate aim to cali-
brate the model with both confined and unconfined compression
test data with Greywacke basement rock samples from New
Zealand.

In a uniform medium (as tested here), it is obvious that frac-
tures cannot propagate at low injection pressures. Injection pres-
sures that are too low (even if mode I opening is present) result
in damage areas being limited to very near the well bore. For engi-
neered geothermal energy production, the aim is to enhance per-
meability in a large volume of rock. With a single injection well,
with the stress state tested here, and a uniform medium, this is
physically impossible. However, reservoir rock is not uniform as
heterogeneity and anisotropy are the norm in the Earth’s crust.
The spatial distribution of in situ damage, permeability/porosity,
and other material parameters is likely to play a key role in the
ability to stimulate a large volume of rock at less than hydrofrack
required pressurizations. Further, multi-well injection strategies
need to be explored with this approach for the potential to stimu-
late a large volume of rock. The utility of this approach is that dam-
age mechanics for solid mechanics constitutive theory is
straightforward to implement in numerical finite element codes
and offers a way to account for deformation induced damage. This
approach offers a mixed-mode formulation that can account for
both tensile and shear failures as both are of interest in the
geothermal energy sector. This is an effect that has not been taken
into account in previous THM simulations.
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