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Abstract—Coherent precipitation of multi-variant Ti₁₁Ni₁₄ precipitates in TiNi alloys was investigated by employing a continuum field kinetic model. The structural difference between the precipitate phase and the matrix as well as the orientational differences between precipitate variants are distinguished by nonconserved structural field variables, whereas the compositional difference between the precipitate and matrix is described by a conserved field variable. The temporal evolution of the spatially dependent field variables is determined by numerically solving the time-dependent Ginzburg–Landau (TDGL) equations for the structural variables and the Cahn–Hilliard diffusion equation for the composition. In particular, the interaction between precipitates, and the growth morphology of Ti₁₁Ni₁₄ precipitates under strain-constraints were studied, without a priori assumptions on the precipitate shape and distribution. The predicted morphology and distribution of Ti₁₁Ni₁₄ variants were compared with experimental observations. Excellent agreement between the simulation and experimental observations was found. © 1998 Acta Metallurgica Inc.

1. INTRODUCTION

A coherent phase transformation with a point symmetry reduction usually produces a number of variants which are oriented in different, but equivalent crystallographic directions. For example, Ti₁₁Ni₁₄ precipitate in a Ni-rich TiNi alloy has a rhombohedral structure, and it has eight variants whose (111)TiNi planes are, respectively parallel to {111}B₂ of the ordered BCC TiNi matrix (B₂ structure) [1, 2]. The eight variants fall into four groups and each group contains a pair of conjugate variants which can be obtained from each other by a 180° rotation operation (e.g. (111)TiNi || (111)B₂ variant and (111)TiNi || (111)B₂ variant). If an initial homogeneous TiNi alloy is aged within the two-phase region of Ti₁₁Ni₁₄ and TiNi without any external constraint, all the differently oriented variants will grow with the same probability.

Coherent variants usually exhibit non-spherical shapes due to the anisotropically elastic interactions arising from the lattice mismatch between the precipitate phase and the matrix [3, 4]. For instance, the coherent Ti₁₁Ni₁₄ precipitates have a near lens-like shape. Furthermore, during precipitation, different variants arrange in such a way that the overall strain energy caused by the variants is minimized, leading to a so-called self-accommodative arrangement of precipitate variants. However, if an external strain or stress is applied during ageing, only some of the variants are favored to grow. As a result, an anisotropic distribution of precipitate variants can be attained and this may result in unique properties of the material. In Ti-Ni binary alloy with 57.0 wt%~57.5 wt% Ni, it was found that, under a constant stress or strain constraint, only one type variant grows selectively, producing a two-phase microstructure with the coherent Ti₁₁Ni₁₄ precipitates aligned in parallel. These lenticular precipitates aligned in parallel result in an excellent two-way shape memory effect, called all-round shape memory effect (ARSME) [1, 5, 6].

The main objective of this simulation study is to investigate coherent Ti₁₁Ni₁₄ precipitation in a supersaturated TiNi matrix and effects of applied strain-constraints on the growth and distribution of differently oriented Ti₁₁Ni₁₄ variants. A continuum diffuse-interface field model based on the time-dependent Ginzburg–Landau and Cahn–Hilliard diffusion equations was employed. The morphology and growth behavior of a single Ti₁₁Ni₁₄ variant has been studied previously [7]. The main focus of this paper is on the interactions between precipitate variants and the temporal evolution of multi-variant microstructure under applied strain-constraints. The simulation of a multi-variant system under strain-constraint may help us to further understand the constraint effect on precipitation behavior, which is helpful for designing adequate thermomechanical treatments to obtain optimal microstructure.
2. DESCRIPTION OF A MULTI-VARIANT TWO-PHASE MICROSTRUCTURE

In the diffuse-interface field model, a microstructure is described by a set of spatially dependent field variables. Since the precipitates (TiNi and matrix (NiTi) differ not only in composition but also in structure, description of a two-phase mixture requires fields of both concentration \( C(r, t) \) and long-range structural order parameters \( \eta_i(r, t) \) where subscript, \( i \), corresponds to differently oriented variant of the precipitate phase. The concentration field describes the compositional difference between the precipitate phase and the matrix, while the structural order parameter fields distinguish the structural difference between the precipitate and the matrix and also distinguish differently oriented variants of the precipitate. These field variables are continuous across the interphase boundaries.

3. THE DRIVING FORCE FOR MICROSTRUCTURAL EVOLUTION

The driving force for the temporal evolution of a coherent microstructure consists of the following: (i) reduction in the bulk chemical free energy, (ii) decrease of the total interfacial energy of the boundaries between different phases or between differently oriented variants, (iii) relaxation of the elastic strain energy caused by the lattice mismatch between the matrix and the precipitate phase and (iv) external loads, i.e. a constant applied strain or stress. We need to express all the contributions to the driving force in terms of the field variables.

3.1. The bulk chemical free energy

The growth of TiNi precipitates is driven by the difference in chemical free energy between the supersaturated TiNi matrix and the equilibrium TiNi matrix containing the TiNi precipitates. In the field model, the local “chemical” free energy density is approximated using a Landau-type of free energy polynomial

\[
f(C, \eta_p) = \frac{A_1}{2} (C - C_1)^2 + \frac{A_2}{2} (C - C_2) \sum_{p} \eta_p^2
\]

\[+ \frac{A_3}{4} \sum_{p} \eta_p^4 + \frac{A_4}{6} \sum_{p} \eta_{p}^6 + A_5 \sum_{p > p'} \eta_p \eta_{p'}^2
\]

\[+ A_6 \sum_{p \neq q \neq p'} \eta_p^2 (\eta_q^2 + \eta_{p'}^2) + A_7 \sum_{p \neq q \neq p'} \eta_p \eta_{q} \eta_{p'}^2
\]

where, \( v \) is the number of orientation variants. If values of all the structural order parameter field variables are zero, it describes the dependence of the free energy of the matrix phase on composition. At a given composition, the local free energy function has \( v \) number of degenerate minima corresponding to the free energy of each orientation variant. Therefore, the free energy density as a function of composition for the precipitate phase can be obtained by minimizing \( f \) with respect to the order field variables at different compositions, i.e. \( f(C, \eta_{p\alpha}(C)) \). For the particular case of TiNi precipitate from a TiNi matrix, the coefficients in Equation (1) were chosen as follows: \( A_1 = 65.00 \), \( A_2 = 7.54 \), \( A_3 = 1.50 \), \( A_4 = 1.45 \), and \( A_5 = A_6 = A_7 = 0.2 \). (The free energy was measured in a unit, \( MK_B T = 10^8 \text{ ergs/cm}^3 \), where \( T = 773 \text{ K} \), \( m \) is a normalization coefficient.) \( C_1 = 0.44 \) and \( C_2 = 0.38 \) are constants which are close to equilibrium concentrations of the matrix and the precipitate phase, respectively. Figure 1 illustrates the chemical free energy as a function of \( C \); one curve corresponds to the TiNi matrix (B2 phase) and the other corresponds to the TiNi precipitate phase. It should be noted that the energy curves used here is only an approximation to actual chemical free energy of the system. For the present simulation, the accuracy of the chemical free energy is not critical as long as it provides correct equilibrium compositions and the driving force for precipitation.

3.2. The interfacial energy

In addition to the chemical free energy, the interphase boundary energy also contributes to the system's total free energy. In this work, isotropic interfacial energy is assumed and introduced through the gradient terms in \( C \) and \( \eta \). The total chemical free energy of an inhomogeneous system may be expressed as \([8, 9]\)

\[
F_i = \int \left[ f(C, \eta_{p\alpha}(r)) + \sum_{p=1}^{v} \frac{\kappa_p}{2} (\nabla \eta_{p\alpha}(r))^2 + \frac{\beta}{2} (\nabla C)^2 \right] d^3r
\]

(2)

where \( \kappa_p \) and \( \beta \) are gradient energy coefficients. The integration is performed over the entire system. The total interfacial energy of the system is then defined as the excess free energy associated with the interfaces, i.e.

\[
\sigma_{i\alpha} = \int \left[ f(C, \eta_{p\alpha}(r)) - f_{0\alpha}(C) \right] + \sum_{p=1}^{v} \frac{\kappa_p}{2} (\nabla \eta_{p\alpha}(r))^2 + \frac{\beta}{2} (\nabla C)^2 \right] d^3r
\]

(3)

where

\[
f_{0\alpha}(C) = f_{\text{TiNi}}(C_{p\alpha}, \eta_{i\alpha}(C_{p\alpha}))
\]

\[
+ \frac{f_{\text{TiNi}}(C_{p\alpha}, \eta_{i\alpha}(C_{p\alpha})) - f_{\text{TiNi}}(C_{m}, \eta_{i\alpha} = 0)}{C_{p\alpha} - C_{m}} (C_{\alpha} - C_{p\alpha})
\]

(4)

where \( C_{p\alpha} \) and \( C_{m} \) are compositions of the precipi-
lattice mismatch, efforts are therefore made to extend the elastic theories for analyzing microstructural evolution in elastically inhomogeneous solids. A recent paper [23] reports on the extension of Khachaturyan theory to elastically inhomogeneous cases.

In general, the degree of lattice mismatch between precipitates and the matrix is characterized by the stress-free transformation strain which is nonzero only within the precipitates and may be represented as

$$
\epsilon_{\text{ps}}^p = \frac{a_p - a_m}{a_m}
$$

where $a_p$ and $a_m$ are the lattice parameters of a precipitate variant $p$ and the matrix phase, respectively. In the sharp-interface description of a two-phase microstructure, the spatial dependence of the stress-free strain can be characterized by a so-called shape-function which is 1 within a precipitate and 0 in the matrix.

In the diffuse-interface description, however, we have to express the stress-free strain in terms of field variables. Let’s assume that the local stress-free transformation strain, $\epsilon_{\text{ps}}^p(r)$, is primarily dependent on the structural order parameter through

$$
\epsilon_{\text{ps}}^p(r) = \sum_p \epsilon_{i}^p(r) \eta_i^p(r)
$$

where $\eta_i(r)$ is the normalized structural order parameter describing the $i$-th variant, and $\epsilon_{i}^p(r)$ is the corresponding stress-free strain for the $i$-th variant when $\eta_i(r) = 1$. The elastic energy in absence of applied stress or strain was previously obtained [9, 24, 25]. The Appendix presents a derivation of the elastic energy equation to make the paper self-contained.

When a precipitation process (i.e. ageing) is constrained by applying constant strain or stress, the coherent strain field caused by a precipitate is changed by the constraint strain or stress, and this results in a variation of the strain energy barrier to the growth of the precipitate. There are two types of constraints [7]. One is the strain-constraint, in which the system’s boundary is fixed after applying an external force to the system, followed by the precipitation process. Under such a condition, the system is subjected to a constant external strain. The governing potential of the system is the Helmholz free energy. The second type of constraint, called stress-constraint, is to apply a constant stress on the system without fixing the system’s boundary. Under this condition, the system is subjected to a constant external force. In this case, the governing potential is the Gibbs free energy.

In the first case, since the boundary of the system is fixed, the total elastic energy is obtained by replacing the homogeneous strain in the elastic energy equation (Appendix (A13)) by the applied homo-
4. THE KINETIC EQUATIONS FOR MICROSTRUCTURAL EVOLUTION

In the field model, the temporal evolution of a microstructure is determined by solving the time-dependent partial differential kinetic equations for the field variables. For the nonconserved structural parameters, they are described by the time-dependent Ginzburg–Landau equations [25, 26], whereas for the conserved composition field, it is governed by the Cahn–Hilliard nonlinear diffusion equation [27]:

\[
\frac{\partial \eta_p(r, t)}{\partial t} = - L \frac{\delta F}{\delta \eta_p(r, t)}
\]

\[
\frac{\partial C(r, t)}{\partial t} = M V^2 \frac{\delta F}{\delta C(r, t)}
\]

where the subscript \( p \) represents different type of variants, \( M \) and \( L \) are kinetic coefficients which characterize the atomic diffusivity and interface boundary mobility, \( F \) is the total free energy of the system which includes the bulk chemical free energy, the interfacial energy, and the elastic strain energy. The expression of \( F \) is dependent on the constraint condition. In the strain-constraint condition, \( F \) is the Helmholtz free energy whereas in the stress-constraint condition, \( F \) is the Gibbs free energy. Since the TiNi shape memory alloys are often aged under strain constraints for the two-way shape memory effect, the strain-constraint condition was considered in the present simulation study, i.e.

\[
F = F_c + E_{cl}
\]

where, \( F_c \) and \( E_{cl} \) are calculated using equations (2) and (6), respectively.

The variational derivatives of the total free energy with respect to the compositional and structural field variables are

\[
\frac{\delta F}{\delta C(r)} = \frac{\delta F_c}{\delta C(r)} + \frac{\delta E_{cl}}{\delta C(r)} = A_1(C(r) - C_1)
\]

\[
\frac{\delta F}{\delta \eta_p(r)} = \frac{\delta F_c}{\delta \eta_p(r)} + \frac{\delta E_{cl}}{\delta \eta_p(r)}
\]

where

\[
\frac{\delta F_c}{\delta \eta_p(r)} = \eta_p(r) \left[ A_2(C - C_2) - A_3 \eta_p^2(r) + A_4 \eta_p^4(r) \right]
\]

\[+ 2A_3 \sum_{\eta \neq p} \eta_\eta(r) + 2A_1 \left( \sum_{\eta \neq p} \left( \sum_{\eta \neq p} \eta_\eta^2(r) \right) \right) + \left( \sum_{\eta \neq p} \eta_\eta^4(r) \right) + 2A_7 \sum_{\eta \neq \eta} \eta_\eta(r) \eta_\eta^3(r) \]

\[- x_\eta \nabla^2 \eta_p(r) \]
\[ \frac{\delta E_{el}}{\delta \eta_p} = 2\eta_p(r) \left[ - C_{ijkl} \epsilon_{ij}^\alpha \epsilon_{kl}^\alpha (\rho) + \sum_q \left[ C_{ijkl} \epsilon_{ij}^\alpha (\rho) \epsilon_{kl}^\alpha (q) \eta_q^\alpha \eta_q^\alpha (r) - \frac{1}{2} B_{pq}(\eta_q^\alpha (r)) \frac{1}{\epsilon} \right] \right] \]

where \( B_{pq}(\eta_q^\alpha (r)) \frac{1}{\epsilon} \) represents the inverse Fourier transform of \( B_{pq}(\eta_q^\alpha (r)) \frac{1}{\epsilon} \).

5. RESULTS AND DISCUSSION

A global coordinate frame was chosen whose \( x, y, z \) axes are, respectively parallel to \([110]_{B2}, [112]_{B2}, \) and \([111]_{B2} \) of the TiNi (B2) matrix. It is also the variant coordinate for the \( Ti_{11}Ni_{14} \) variant with its \((111)_{Ti_{11}Ni_{14}}|| (111)_{B2} \), in which the eigen-strain matrix of the variant is given by

\[
\begin{pmatrix}
0.014 & 0 & 0 \\
0.014 & 0 & 0 \\
0 & 0 & -0.029
\end{pmatrix}
\]

The elastic constants of TiNi matrix and the \( Ti_{11}Ni_{14} \) precipitate phase were assumed to be the same, and have the following values: \( C_{11} = 1.62 \times 10^{11} \) ergs/cm\(^2\), \( C_{12} = 1.29 \times 10^{11} \) ergs/cm\(^2\), and \( C_{44} = 0.34 \times 10^{11} \) ergs/cm\(^2\) \cite{28}. Since the given elastic constants are valid only in the coordinate frame \((x'y'z')\) whose three axes are parallel to \([100]_{B2}, [010]_{B2}, \) and \([001]_{B2} \), the elastic constants were converted to the coordinate frame \((xyz)\) through the tensor transformation law \cite{29}:

\[
C_{ijkl} = S_{ij} C_{i'j'k'l'} S_{kl} S_{kl'}/C_{i'j'k'l'}
\]

where \( S_{ij} \) is the coordinate transformation matrix which relates the \( x'y'z' \) coordinate to the \( xyz \) coordinate frame.

The eigen-strain matrix of a variant oriented in another \(<111>_{B2} \) direction has the same expression in its own coordinate frame (say, frame \( q \)), and its form in the coordinate frame of a different variant (e.g. frame \( r \)) can be obtained through the tensor transformation law \cite{29}:

\[
(\epsilon^\alpha)^q_{ij} = S_{ij q}, S_{ij r}(\epsilon^\alpha)^r_{ij},
\]

where \( S_{ij q}, \) is the transformation matrix which relates the \((xyz)\) frame to the \((x'y'z')\) frame.

The simulation was conducted in a two-dimensional space and four \( Ti_{11}Ni_{14} \) variants were considered, which were distinguished by using two structural field variables \( (\eta_1 = \pm \eta_1, \) and \( \eta_2 = \pm \eta_2, \) respectively). A \( 200 \times 200 \) uniform square grid was used to spatially discretize the field equations. The gradient coefficients \( x_\alpha \) and \( \beta \) were assumed to be \( 2.0 \), \( L \) and \( M \) were chosen to be \( 0.2 \). In order to investigate the strain effect on the growth of \( Ti_{11}Ni_{14} \) particles, compressive and tensile stresses, \( \sigma = \mp 8 \times 10^6 \) ergs/cm\(^2\) \(- \mp 80 \) MPa, were initially applied to the system to introduce compressive and tensile strain constraints (i.e. resulted in constraint strain \( \epsilon^c \), respectively. Since both types of the evolution equations (see equation (11)) are nonlinear with respect to the field variables, they can only be solved numerically. A recently developed semi-implicit Fourier Spectral method \cite{30} was used in the present simulation to solve these equations. Reduced time \( \tau = \tau / \tau_0 \), was used to represent the “aging time”, where \( \tau_0 = (L/k_B T)^{1/3} \). For each iteration, the time step is \( \Delta \tau = 0.02 \).

5.1. Two-particle interactions

It has been demonstrated in a previous paper \cite{7} that a \( Ti_{11}Ni_{14} \) precipitate has a lens-like shape with its normal parallel to \(<111>_{B2} \) directions of the matrix. The morphology of a coherent precipitate is determined by the balance between the strain energy and the interphase boundary energy. When an external strain is applied, the coupling between the applied strain and the local strain may favor or unfavor the growth of the precipitate, depending on both the strain type (i.e. tension or compression) and its applying direction. When there is more than one particle present in a system, they will interact on each other through their long-range elastic fields. To study the inter-particle interactions, we first examine the interaction between two particles which belong to the same orientation variant described by the same structural order parameter \( \eta_1 = \eta_2 \). Figure 2 illustrates the growth of a pair of \( Ti_{11}Ni_{14} \) variants whose \((111)_{Ti_{11}Ni_{14}} \parallel (111)_{B2} \) direction. During growth, both of them changed their initially circular shape to a lens-like shape with bamboo leaf-like cross-section. This shape change is apparently induced by the coherent elastic strain since the interfacial energy is assumed to be isotropic. As the two particles impinged each other, they coalesced and formed a single domain.

The situation changes when the two particles belong to different orientation variant groups. Figure 3 illustrates the growth of a pair of conjugate particles whose \([111]_{Ti_{11}Ni_{14}} \) axes are respectively parallel to \([111]_{B2} \) and \([111]_{B2} \) (distinguished by using \( \eta_1 = \eta_1, \) and \( \eta_2 = -\eta_2 \)). During growth and impingement, the two particles did not coalesce, but formed a precipitate consisting of two antiphase domains separated by an antiphase boundary. The simulated coalescence and the formation of antiphase domains are consistent with TEM observation \cite{2} which demonstrates that a \( Ti_{11}Ni_{14} \) precipitate may consists of antiphase domains whose \((111)_{Ti_{11}Ni_{14}} \) are oriented in opposite \(<111>_{B2} \) directions. Although morphologies of conjugate \( Ti_{11}Ni_{14} \) variants are the same (both of them have the same eigen-strain matrix), their arrangement of atoms in a unit cell may be different in the global frame coordinate (needs a 180 rotation operation to change from one to the other \cite{2}).
Fig. 2. The growth of a pair of $[111]_{\text{Ti}_3\text{Ni}_4}$ and $[111]_{\text{B}_2}$ oriented Ti$_3$Ni$_4$ variant particles. The particles changed their shapes from spheres (circles in 2D) to lens-like plates with a bamboo leaf-like cross-section during growth, and they coalesced when contacting each other. (a) $t^* = 0$, (b) $t^* = 1.9 \times 10^3$, (c) $t^* = 4.7 \times 10^3$.

Figure 4 (a)–(c) illustrates the case of two variants whose $[111]_{\text{Ti}_3\text{Ni}_4}$ respectively parallel to $[111]_{\text{B}_2}$ and $[111]_{\text{B}_2}$ (distinguished by using $\eta_1 = \eta_0$ and $\eta_2 = \eta_0$). In this case, their eigen-strain matrices are different in the frame coordinate. As a result, they grew preferentially in different directions. They did not coalesce either because they belong to different orientation variant groups.

The main concern of this work is to examine the effect of strain-constraint on Ti$_3$Ni$_4$ precipitation. Simulation was conducted on the growth behavior of the two particles shown in Fig. 4(a) under applied tensile and compressive strains, respectively. The strains were applied along the $x$-axis (horizontally). Figure 4(e) demonstrates that under a compressive strain-constraint, the variant which is nearly perpendicular to the $x$-axis grew preferentially, while the other variant was retarded. The effect of the tensile strain-constraint is opposite to that of the compressive constraint. Under the tensile constraint, the variant which grew horizontally was favored, while the other was retarded (see Fig. 4(d)).

This effect of strain-constraint comes from the coupling term, $-VC (\partial \mu / \partial \eta_p^2) \sum_p e_{ij}^p \eta_j^2 \Delta \eta_p$ (r), in the equation (6). Since differently oriented variants have different eigen-strain (in the global frame coordinate), this coupling term has different values for different variants and thus modifies the energy-barrier, caused by the coherent strain, to the growth of differently oriented variants. As a result, the growth of the precipitate variants becomes selective.

5.2. Microstructural evolution in multi-variant systems and the selective variant growth

Microstructural evolution in multi-variant systems was investigated. To begin with, the multi-variant Ti$_3$Ni$_4$ precipitation without applying strain constraints was simulated. Figure 5 illustrates the microstructural development of a multi-variant Ti$_3$Ni$_4$–TiNi system with an increase in the “ageing” time. The initial microstructure of the system was formed by randomly generating Ti$_3$Ni$_4$ particles with a radius $r_0 = 5 \Delta r$ (where $\Delta r$ is the unit length of the grid) in a TiNi matrix (see Fig. 5(a)). The matrix had a concentration $C_m = 0.43$ and the value of the matrix’s structural order parameters were zero. The concentration of the Ti$_3$Ni$_4$ particles was $C_p = 0.38$ and their structural order
parameters had the equilibrium value of ±1.0 whose sign distinguish a variant and its conjugate variant (e.g. the variant with its $[111]_{Ti,Ni_4}$ parallel to $[111]_{B2}$ and the other with its $[111]_{Ti,Ni_4}$ parallel to $[111]_{B2}$). The system was initially in a non-equilibrium state and its microstructure varied with the "ageing" time to approach its equilibrium state. During the process, $Ti_{11}Ni_{14}$ particles grew and their shape changed from sphere (circle in 2D) to the lens-like disc with bamboo leaf-like cross-section. This simulated microstructural pattern is consistent with TEM observation as shown by Fig. 5(e). Comparing with the TEM micrograph, one may see that the present simulation characterizes the major feature of a multi-variant $Ti_{11}Ni_{14}$–TiNi system free from external constraints.

In a multi-variant system, the growth of different precipitate variants and their mutual positions are strongly affected by long-range elastic interactions between the variants. As a result, the precipitate variants should distribute in such a way that the elastic energy is reduced to minimum. The system under study has an initial microstructural pattern as Fig. 6(a) illustrates. Such a microstructure was unstable and it evolved to reduce the total free energy. The entire "ageing" process is illustrated in Fig. 6, which demonstrates that as the "ageing" time increased, some of the particles grew and the rest shrank or disappeared. The particles underwent significant shape changes and a rearrangement to minimize the total free energy of the system, resulting in a so called self-accommodative mutual arrangement of $Ti_{11}Ni_{14}$ precipitate variants. The bulk chemical energy, the elastic energy, the interphase boundary energy, and the total free energy of the system with respect to the "ageing" time are illustrated in Fig. 7. Curve 3 represents the total elastic energy of the system. As we can see in Fig. 7, the total elastic energy of the initial microstructure is very high, and it decreases as time increases. Curves 2 and 4 represent the total chemical free energy $F$, and the interphase boundary energy $\sigma_{int}$, respectively given by equations (2) and (3). Although they decrease over a long-period of time, one may notice small increases in the total chemical free energy and the interphase boundary energy during the intermediate stage of ageing. However,
Fig. 5. Microstructural evolution in a multi-variant Ti$_{11}$Ni$_{14}$-TiNi system. (a) $t^* = 0$, (b) $t^* = 2.8 \times 10^3$, (c) $t^* = 6.6 \times 10^3$, (d) $t^* = 9.4 \times 10^3$, and (e) a TEM micrograph of Ti-51.5 at.% Ni alloy.

Fig. 6. The mutual arrangement of Ti$_{11}$Ni$_{14}$ variant particles is controlled by the coherent elastic strain energy. (a) $t^* = 1.9 \times 10^3$, (b) $t^* = 5.7 \times 10^3$, (c) $t^* = 9.4 \times 10^3$, (d) $t^* = 1.5 \times 10^4$ and (d) $t^* = 2.1 \times 10^4$. 
the total free energy of the system (curve 1) always decreases as a function of time.

The equilibrium concentrations of the Ti$_{11}$Ni$_{14}$ precipitate and the TiNi matrix in stress-free condition were determined as $C_1 = 0.443$ and $C_2 = 0.384$; while these concentrations changed to $C_1 = 0.431$ and $C_2 = 0.376$ when the elastic energy contribution is included. The elastic energy produces changes in the equilibrium compositions.

As demonstrated in the case of a single variant [7] or a two-particle system illustrated earlier, the growth of a variant is affected by applied strain or stress. This effect is attributed to the coupling between the applied strain/stress and the local strain. The elastic distortion changes the strain energy-barrier to the growth of coherent precipitate variants, and thus results in the selective variant growth. Previous calculation by Li and Chen [2] has demonstrated that even when the applying direction of a compressive strain deviates from the normal of the variant, the growth of the variant is still favored if the angle between the compressive strain and the normal to the variant is less than about fifty degrees. A tensile strain has an opposite effect on the variant growth. The calculation results were confirmed by the simulation of a single variant growth [7]. In the case of multi-variant system, an applied strain may promote the growth of some variants and retard the others, depending on their orientations. This strain-orienting effect results in selective Ti$_{11}$Ni$_{14}$ variant growth. Figure 8(a) illustrates a microstructure resulted from the selective variant growth under a compressive strain which was applied in the x direction (i.e. horizontally). The initial microstructure is similar to that shown by Fig. 5(a). Under the compressive strain, not all variants grew, and the grown variants were only those which had their normals parallel to the compressive strain. When a tensile strain was applied, however, the growth of these variants was unfavored, but other variants having their normals nearly perpendicular to the tensile strain were favored to grow. The resultant microstructure under the tensile strain is illustrated in Fig. 9(a). The strain-oriented precipitation of Ti$_{11}$Ni$_{14}$ variants demonstrated by the present simulation agrees very well with both experimental observation (see Fig. 8(b) and Fig. 9(b)) and the theoretical calculation presented in a previous paper [2]. Similar phenomena of the selective precipitation was also observed in other systems, e.g. the precipitation of disk-like $\gamma''$ (Fe$_{36}$N$_5$) from a supersaturated Fe-N alloy. The $\gamma''$ disk causes a compressive strain parallel to its normal, which is significantly larger than other strain components. When a tensile stress (similar to the effect of applied strain) is applied parallel to the normal to this variant, nucleation and growth of the variant is greatly promoted, against others which oriented in different crystallographic directions [31, 32].

Fig. 7. Various energy components vs. the “ageing” time. 1—the total free energy; 2—the chemical free energy $F_c$; 3—the total elastic energy; 4—the interphase boundary energy. The energies correspond to the morphological evolution illustrated in Fig. 6. $V$ is the total volume of the system under study.

Fig. 8. (a) the selective variant growth under a compressive strain, applied in the x-direction (i.e. the horizontal direction). Only those variants whose normals were parallel to the strain were favored to grow; (b) TEM observation of the strain-oriented Ti$_{11}$Ni$_{14}$ precipitation in Ti-51.5 at.% Ni alloy under a compressive strain constraint applied along the x-axis.
6. CONCLUSION

A computer simulation study was conducted to investigate coherent Ti$_{51}$Ni$_{49}$ precipitation in TiNi shape memory alloys and the selective variant growth of Ti$_{51}$Ni$_{49}$ precipitates under applied strain constraints. A time-dependent Ginzburg–Landau kinetic model was employed, taking into account the effect of applied strain on the elastic strain energy of the system. It was demonstrated that the growth of lens-like Ti$_{51}$Ni$_{49}$ precipitates in a supersaturated TiNi matrix is strongly affected by internal and external strains. The morphology of the precipitate and the mutual arrangement of different Ti$_{51}$Ni$_{49}$ variants are determined by the coherent elastic energy. Under the influence of external strain constraint, the distribution of Ti$_{51}$Ni$_{49}$ variants becomes anisotropic, resulting in parallel alignment of Ti$_{51}$Ni$_{49}$ precipitate variants. Excellent agreement between the simulation and experimental observations was found.
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APPENDIX A—ELASTIC ENERGY CALCULATION

The local elastic strain in a two-phase mixture is the difference between the total strain and the stress-free strain, that is

\[ \varepsilon_p^n = \varepsilon_p - \varepsilon_0 - \sum_p \alpha_p^n \eta_p^n(r). \]  

(A1)

In the homogeneous modulus approximation (i.e. the elastic modulus of the precipitate phase is the same as that of the matrix), the elastic stress field is given by

\[ \sigma_0 = C_{ijkl} \varepsilon_{ij}^0(r) - \sum_p \sigma_p^n \eta_p^n(r) \]  

(A2)

where \( C_{ijkl} \) is the elastic constant. The equilibrium condition gives

\[ \frac{\partial \sigma_0}{\partial r} = C_{ijkl} \left[ \frac{\partial \varepsilon_{ij}^0(r)}{\partial r} - \sum_p \frac{\partial \alpha_p^n}{\partial r} \varepsilon_p^n \right] \]  

(A3)

Following Khachatryan, the total strain \( \varepsilon_p(r) \) may be represented as the sum of homogeneous and heterogeneous strains:

\[ \varepsilon_p(r) = \varepsilon_p^h + \delta \varepsilon_p(r) \]  

(A4)

where the homogeneous strain, \( \varepsilon_p^h \), is defined so that

\[ \int \delta \varepsilon_p(r) d^3r = 0. \]  

(A5)

The homogeneous strain is the uniform macroscopic strain, while the heterogeneous strain is chosen such that it has no macroscopic effects. The heterogeneous strain can be expressed in terms of heterogeneous displacement,

\[ \delta \varepsilon_p(r) = \frac{1}{2} \left[ \frac{\partial \delta u_p(r)}{\partial r} + \frac{\partial \delta u_p(r)}{\partial r} \right]. \]  

(A6)

Substitute (A4) and (A6) into (A3), we have

\[ C_{ijkl} \frac{\partial \delta u_p(r)}{\partial r} = \sum_p \sigma_p^n \frac{\partial \alpha_p^n}{\partial r} \eta_p^n(r). \]  

(A7)

where \( \sigma_p^n(r) = C_{ijkl} \varepsilon_p^n \). Equation (A7) can be readily solved in the Fourier space,

\[ v_k(g) = -i G_k(g) \sum_p \sigma_p^n \eta_p^n \| \hat{\eta}_k^n(r) \|_g \]  

(A8)

where \( g \) is a reciprocal lattice vector, \( \eta_g \) is the jth component of \( g \).

\[ v_k(g) = \int_V u_k(r) e^{-i g \cdot r} d^3r \]  

(A9)

\[ \| \hat{\eta}_k^n(r) \|_g = \int_V \hat{\eta}_k^n(r) e^{-i g \cdot r} d^3r \]  

(A10)

and \( G_k(g) \) is the inverse tensor to \( (G^{-1}(g))_{jk} = g_{jk} \). \( C_{ijkl} \Omega_k \Omega_l = g_{jk} \Omega_k \Omega_l \) and \( \Omega_k = \Omega_k(n) \), where \( n = n' \) for \( g \).

The total elastic energy of a coherent multi-variant mixture is given by

\[ E_{el} = \frac{1}{2} \int V \sigma_p^n \varepsilon_p^n \eta_p^n \]  

(A11)

Using the definitions (A1), (A4), (A6), and (A7), the elastic energy can be written as

\[ E_{el} = \frac{V}{2} C_{ijkl} \varepsilon_{ij}^0 \]  

\[ + \frac{V}{2} \sum_p \frac{\partial \alpha_p^n}{\partial r} \varepsilon_p^n \eta_p^n \]  

\[ + \int \left[ \frac{1}{2} C_{ijkl} \frac{\partial \delta u_p(r)}{\partial r} \frac{\partial \delta u_p(r)}{\partial r} \right] d^3r \]  

(A12)

where \( \varepsilon_p(r) \) represents the volume average of \( \varepsilon_p(r) \) and \( V \) is the total volume of the system. Substitution of the back Fourier transforms of \( u_k(r) \) and \( \eta_g(r) \) into (A12), we obtain the final form of the total elastic strain energy of the multi-variant mixture

\[ E_{el} = \frac{V}{2} C_{ijkl} \varepsilon_{ij}^0 \]  

\[ + \frac{V}{2} \sum_p \frac{\partial \alpha_p^n}{\partial r} \varepsilon_p^n \eta_p^n \]  

\[ + \frac{1}{2} \sum_p \int \frac{d^3g}{(2\pi)^3} B_{p\alpha}(n) \| \hat{\eta}_k^n(r) \|_g \]  

(A13)

where

\[ B_{p\alpha}(n) = n \sigma_p^n \Omega_k(n) \eta_g(n). \]  

(A14)