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Chapter 3

Laws of Energy Conversion TC  "Laws of Energy Conversion" \l 1 
	Energy OUTput = ENERGY INPUT

USEFUL ENERGY OUTPUT ≤ ENERGY INPUT




The quantity of energy in the Universe is constant. To understand this statement we must step back in time all the way to the beginnings of our solar system. The primitive sources of energy, created then, cannot be destroyed; therefore, they are still with us today. Unfortunately they do not come in forms that society can readily use. Solar, chemical, gravitational and nuclear energy must be converted into work and heat. This can be done either directly or indirectly (by the way of electricity). About 150 years ago the laws of nature that govern these conversions were discovered. We shall examine here their essential features. We shall conclude that the quantity of energy does indeed remain the same in all these conversions, but the quality of energy changes. We shall then see how this ‘technical’ conclusion carries important economic and environmental consequences.


Much of the material covered in this chapter is treated rigorously in specialized courses on thermodynamics XE  "thermodynamics" . This is the science concerned with the interconversion of heat, work and other forms of energy. However (and fortunately, the reader may say), it is not necessary to take a course in thermodynamics to be able to understand the main energy-related challenges that society faces today. I have been very selective in the choice of topics to be discussed here. We shall introduce only the concepts that are essential for understanding energy supply and demand issues. Some of these concepts will be deliberately simplified, and even oversimplified, but not to the point of misrepresentation. The goal is to arrive at the understanding of the central issue in energy utilization: energy conversion efficiency XE  "efficiency" . 


We often say that time is money. Efficiency in the utilization of time is of paramount importance in modern society, where people's attention span is getting shorter and shorter while more and more things need to be done in less and less time. So we want to be able to do or say as much as possible in the shortest possible period of time. Well, energy is money too, as all of us are increasingly finding out when we pay more attention to our energy bills. To clarify this, let's recall the fundamental relationship between energy, power and time:

Energy = [Power] [Time]

We see that there are only two ways to decrease energy consumption. One is to conserve it, by decreasing the time interval over which we use it. The other is to decrease the power of the devices that we use when we consume energy. To what extent we can achieve this depends on the efficiency of utilization of these devices. So the material introduced in this chapter will allow the reader to understand what we mean by efficiency in the context of energy utilization.  

Where Does Energy Come From? TC  "Where Does Energy Come From?" \l 2 
The most widely accepted theory of the creation of Universe is that of the “big bang XE  "big bang" ,” a term coined by the Russian-born American physicist George Gamow (1904-1968). Some 15 billion years ago, an explosion of the “cosmic egg” is thought to have occurred. (Of course, where the cosmic egg itself came from is a religious question, at least for now.) This cosmic egg is thought to have been a tightly packed mass of (unknown) elementary particles. Its explosion led eventually to the formation of galaxies (such as our Milky Way), stars (such as the Sun) and planets (such as the Earth). In this process, some of the mass was converted to energy. Most of this energy is in the form of gravitational (potential) energy XE  "gravitational (potential) energy"  which is responsible, among other things, for the current arrangement of stars and planets in the sky. It is as if invisible strings were stretching from the place of origin of the Universe, wherever that may be, to the galaxies, stars, planets and moons.


Indeed, the mass of our star, the Sun, is still being converted into energy, and it is this energy that sustains life on earth and is the source of our most important energy forms. Every second about 4.6 million tons of solar mass are converted to energy. This energy is emitted in all directions; a tiny (but just sufficient) portion reaches our planet, 93 million miles away. The fate of solar energy on earth is summarized in Figure 3-1.
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FIGURE 3-1. Simplified solar energy balance on earth.

About 30 percent of the incoming solar energy XE  "solar energy"  is reflected from the atmosphere, without ever reaching the earth's surface. The rest falls on the earth's surface, at a rate of about two-light-bulbs-worth of power (220 watts) per square meter. By far the greatest portion of the incident radiation is absorbed and then re-radiated back to space. Only a very small portion is retained on earth, through the process of photosynthesis XE  "photosynthesis" . This is where the energy of fossil fuels – coal, petroleum and natural gas – comes from, as we shall see in Chapter 6. Eventually, when the fossil fuels are consumed, in a process called combustion, their energy is released back to the atmosphere. A small portion (in the form of thermal energy) reaches the surface from the earth's interior; this will be discussed in Chapter 16.


The balance between incident and re-radiated solar energy is very important for life on earth. It is responsible for the fact that the temperature patterns on the earth's surface are relatively constant and cyclical. These periodic temperature variations in turn define the climate on our planet. Any disruption of this balance between energy input and energy output may alter the climate; this is the essence of the much talked about “greenhouse effect XE  "greenhouse effect" .”

FIGuRE 3-2. The definition of the system and the surroundings depends on the application being considered. Energy is transferred across their boundaries.

The relationship between energy input and energy output can be extended to any system, not only the planet Earth. We shall adopt the term system XE  "system"  to mean any well-defined space (such as a substance, body, or device) – with clearly delineated boundaries – in which an energy change or conversion takes place. The region outside of the system is referred to as the surroundings XE  "surroundings" , as illustrated in Figure 3-2. This can be interpreted as broadly as the earth being the system and the cosmos its surroundings, or as narrowly as the kettle on a stove being the system and the air in the kitchen its surroundings. In particular, we shall be interested in the so-called ‘closed’ systems which exchange only energy, but not mass, and convert primitive forms of energy (for example, solar radiation or gravitational energy) into other, more convenient forms of energy (for example, heat or work). Our interest will not be focused on how these systems work; on the contrary, in many cases, we shall treat them as “black boxes.” We shall explore instead the quantitative relationship between energy input into the system and energy output from the system. How much energy (in a given form) do we have to supply to achieve the transformation? How much energy (in a specified form) can we obtain? This is graphically summarized in Figure 3-3. We discuss it in some detail in the following sections as well as in Chapter 4.
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Figure 3-3. Relationship between energy input and energy output. The ‘system’ is treated as a “black box.” We don't really care how it works; we are interested only in the energy conversion or energy transfer that it accomplishes.

Work and Heat (First Law of Thermodynamics) TC  "Work and Heat (First Law of Thermodynamics)" \l 2 
All forms of energy can be classified as either potential or kinetic, as shown in Table 3-1. Potential energy XE  "Potential energy"  is latent energy, or energy that is ‘waiting’ to be used. Kinetic energy XE  "Kinetic energy"  is the energy of motion.  


Some forms of energy are only potential. Gravitational, chemical and nuclear energy are typical examples. Unless they are converted to another form, usually a kinetic one, we wouldn't know they existed. For example, with reference to the example on p. 10, only when we let the book fall from the shelf to the floor do we realize that it possesses energy. The ggravitational (potential) energy can be quantified easily using the definition given on p. 11. Such a calculation is shown in Illustration 3-1.

	Illustration 3-1. Calculate the energy that a human body (75 kg) possesses on top of the Empire State Building (1250 feet tall).

Solution.  

Assuming that the above height is given with reference to sea level, the potential energy (Ep) that the human body has is

Ep = m g h ,

where m is the mass, g is the acceleration due to gravity (9.8 m/s/s, approximated here as 10 m/s2), and h is the height. Thus,

Ep = (75 kg) (10  EQ \f(m,s2) ) (1250 ft) ( EQ \f(0.3 m,1 ft) ) = 281,250   EQ \f(kg m2,s2) 
The above unit of energy, kg m2/s2, is defined as one joule (see Table 2-2).  Therefore, the answer can be expressed as

Ep = 281,250 J = 2.8 x 105 J = 280 kJ (approx.)




Table 3-1
Classification of energy into kinetic and/or potential forms (with examples)

	Energy Form
	Potential
	Kinetic

	Gravitational
	
Yes (by definition)
	Not applicable (N/A)

	Mechanical (work)
	
Body at rest
	Body in motion

	Electric
	
Charged battery
	Battery being discharged

	Thermal (heat)
	
N/A
	Yes (by definition)

	Solar (radiation)
	
N/A
	Yes (by definition)

	Nuclear
	
Yes (by definition)
	N/A

	Chemical
	
Yes (by definition)
	N/A


Other energy forms can exist either as potential or kinetic energy. An intuitively obvious example from elementary mechanics is illustrated in Figure 3-4. A body at rest possesses potential mechanical energy XE  "mechanical energy" .  A body set in motion, by action of a force – to overcome its inertia, or resistance to motion – possesses kinetic (mechanical) energy.  
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Figure 3-4. Illustration of potential and kinetic forms of mechanical energy.

Electricity (or electric energy XE  "electric energy" ) is another important example; indeed, its popularity is due to this fact. A charged battery in our Walkman, or in the new generation of electric cars, contains electric energy in its potential form: it is indeed waiting to be used. A click of a button is all it takes to transform it from potential to kinetic energy. The motion here is that of electrons, negatively charged particles inside atoms. They travel through a conducting wire in a well-defined direction, toward the positive pole, or from a place where the electric potential (voltage) is high to a place where the electric potential is low. This is exactly the same phenomenon, though much less dangerous, as the electric discharge from a lightning described by Benjamin Franklin (1706-1790) in his famous electric kite experiment in 1752 (see Investigation 2-3).


Yet other energy forms exist only as kinetic energy. Solar radiation is one example. It consists of elementary particles, called photons, that travel – as electromagnetic waves – with the speed of light (3.0 x 108 m/s). Another example is thermal energy XE  "thermal energy"  (or heat). It is due to the random motion of atoms and molecules, as quantified by the temperature. The higher the temperature is, the greater the speed with which the atoms and molecules move. The quantitative definition of kinetic energy of any substance (be it photon, missile or planet) possessing mass m, and traveling with speed v, is thus

Kinetic Energy = [ EQ \f(Mass,2) ] [Speed]2  =  EQ \f(mv2,2)  .

Illustration 3-2 is a straightforward example of the use of this important relationship. 


The  XE  "energy:" conversion of potential energy to kinetic energy is best illustrated by analyzing the motion of a pendulum, shown in Figure 3-5. If the loss of energy (by conversion to heat) due to friction between the pendulum and the surrounding air is small, the potential energy in position 1 is completely converted to kinetic energy in position 2, and back again to the same potential energy in position 3. In intermediate positions, the energy of the pendulum is of course partly potential and partly kinetic.


The kinetic energy discussed above is always the result of the application of a force over a distance.   This is what Leibniz called vis viva  (see p. 9).   One of the most exciting 

	Illustration 3-2. Calculate the kinetic energy (Ek) of an automobile (3200 pounds) traveling at 60 miles per hour.

Solution.
For easy definition of energy units, in this calculation we need to convert miles to meters (1 mile = 1600 m), pounds to kilograms (1 kg = 2.2 lb) and hours to seconds:

Ek =   EQ \f(mv2,2)   =  EQ \f(1,2) (3,200 lb) (60 \f(mi,h)) 2 ( EQ \f(1 kg,2.2 lb)  ) ( EQ \f(1600 m,1 mi) )2 ( EQ \f(1 h,3600 s) )2  = 


= 5.2x105  EQ \f(kg m2,s2)   = 5.2x105 J = 520 kJ (approx.)

Note that this quantity of energy is similar to the energy calculated in Illustration 3-1.
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Figure 3-5. The motion of the pendulum is a familiar example of the interconversion between potential energy and kinetic energy.

chapters in the history of science was the 18th-century debate over the relative merits of Leibniz's world view – where space, time, mass and vis viva were the fundamental concepts – and that of Isaac Newton, perhaps the greatest scientist of all time, who used space, time, mass and force as the building blocks of his world. This was an intellectually stimulating debate, especially for great mathematicians such as the Frenchmen D'Alembert (1717-1783) and Lagrange (1736-1813) and the Swiss Euler (1707-1783) and Jean (1667-1748) and Daniel (1700-1782) Bernoulli. It was not until the laws of thermodynamics were discovered in mid-nineteenth century, however, that energy in all its various forms took center stage because it is a conserved property of matter. The more intuitive term ‘force’ (for example, the force of gravity, electrical force or magnetic force) has since been reserved for any action that tends to maintain or alter the position of a body or to distort it. For example, the force of gravity is defined in more concrete terms by the famous Newton's laws of motion (which we don't need to discuss here).

	Illustration 3-3. If the pendulum shown in Figure 3-5 has a mass of 1 kilogram and its length is 0.5 meters, calculate the speed of the pendulum as it reaches its lowest point (position 2).

Solution.

The potential energy of the pendulum is obtained as follows:

Ep = (1 kg) (10  EQ \f(m,s2) ) (0.5 m) = 5 J

At the lowest point, all potential energy has been converted into kinetic energy.  Therefore, 

Ep = 5 J = Ek =   EQ \f(mv2,2)   ,   so    v2 =   EQ \f(2Ek,m)  .

Finally,

v = {  EQ \f((2) (5 \f(kg m2,s2)),1 kg)  }0.5  =  3.2 m/s




As an example, in Illustration 3-1 the conversion of gravitational (potential) energy to kinetic energy is the result of the action of gravity over a distance which is equal to the height of the Empire State Building. According to Newton's second law of motion, the product of mass and acceleration – see Illustration 3-4 – is equal to the force applied. In particular, the product of mass and acceleration due to gravity is called the weight.


The foregoing discussion of kinetic energy brings us to the definition of work XE  "work:definition" , which is to be distinguished, in a subtle way, from kinetic energy. This is illustrated in Figure 3-6. The first scientific use of the term work dates from the 1820s and is attributed to the Frenchmen Coriolis (1792-1843) and Poncelet (1788-1867) but the concept was understood since the days of Newton and Leibniz. XE  "kinetic energy. This is illustrated in Figure 3-6. The first scientific use of the term work dates from the 1820s and is attributed to the Frenchmen Coriolis (1792-1843) and Poncelet (1788-1867) but the concept was understood since the days of Newton and Leibniz." 
Work is energy transferred between substances by the application of force over a distance.

Work = [Force] [Distance]

W = F d
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Figure 3-6. Illustration of the definition of work: an applied force (F) imparts kinetic (mechanical) energy to a body at rest.

A substance (or a system, in general) possesses kinetic energy, but it does not possess work. Work is energy in transit from one system to another. In order to increase the energy of a system, work must be supplied to it. Conversely, the energy of the system decreases when work is withdrawn from it or, in the terminology of thermodynamics, when work is done by the system.


The second form of energy in transit from one system to another is heat. In contrast to work, the concept of heat was clarified only in the 1850s. The steam engine technology was by then quite advanced – primarily in England and Scotland, where Newcomen (1663-1729) and Watt lived – but its further improvement was hampered by the misunderstanding of the underlying science. 


The development of the science of heat is closely connected to that of energy. By the end of the 18th century, two mutually incompatible theories were fighting for their place in the minds (and hearts!) of people. One was the more popular caloric theory – championed by the ‘father’ of chemistry, Frenchman Antoine-Laurent Lavoisier (1743-1794) – according to which heat is considered to be a form of matter, like water. Therefore it was 

	Illustration 3-4. Calculate the work done by a person lifting a mass of 100 pounds to a height of 10 feet. If this work is done in a period of 10 seconds, how much power is this person exerting? Does this person's energy increase or decrease in the process?

Solution.

Work = [Force]x[Distance] = (100 lb) (10  EQ \f(m,s2)  ) (10 ft) ( EQ \f(1 kg, 2.2 lb)  ) ( EQ \f(0.3 m, 1 ft)  ) = 1.4 kJ

Power =  EQ \f(Energy,Time)   =  EQ \f(1400 J,10 s)  = 140 W

The energy of this person decreases by 1.4 kilojoules. In thermodynamic terms, the energy of the system (the person's body) decreases as a result of work being done by the system.  




considered to be conserved in all its transformations. The other, which eventually triumphed, was the dynamic theory of heat, according to which heat is a form of motion.


Few people paid attention to the early proponents of the dynamic theory of heat – Francis Bacon (1561-1626), Robert Boyle (1627-1691), John Locke (1632-1704) and Robert Hooke (1635-1703) – because these gentlemen didn't make any measurements, like Lavoisier did to show that matter is conserved in chemical reactions. The young Englishman Humphry Davy (1778-1829), who went on to become one of the greatest chemists of all time, was among the first to actually perform some measurements, in 1798. In a simple and intuitively appealing experiment, which made its way into many textbooks, both old and new, he rubbed two pieces of ice against each other in order to show, by virtue of the friction-induced melting, that heat cannot be a substance and that it is not conserved. But the nature of heat was not so easy to reveal (see Investigation 3-1) and he was not able to turn the tide against the caloric theory. At about the same time, Count Rumford's experiments were much more convincing although this wasn't recognized until half a century later, with the benefit of hindsight. From his famous cannon boring experiments in Bavaria, in which a deliberately blunted borer was used to maximize the generation of frictional heat, Rumford concluded the following: “[A]nything which any insulated body, or system of bodies, can continue to furnish without limitation, cannot possibly be a material substance; and it appears to me to be extremely difficult, if not quite impossible, to form any distinct idea of anything capable of being excited and communicated in the manner the Heat was excited and communicated in these experiments, except it be MOTION.”


Only when Joule and others (see p. 9) made quantitative measurements and calculations of the mechanical equivalent of heat was the nature of heat clarified and the dynamic theory of heat finally accepted. An early popular book by John Tyndall (1820-1893), entitled Heat as a Mode of Motion, was published in 1863 “to bring the rudiments of [this] new philosophy within the reach of a person of ordinary intelligence and culture” and remains worth reading to this day. So here is the modern definition of heat:

 XE  "heat:definition" 
Heat is energy transferred between substances which have different thermal energies, as manifested by their different temperatures.

By analogy with mechanical energy and work, a substance (or a system, in general) possesses thermal energy XE  "thermal energy"  (also called internal energy), but it does not possess heat. In order to increase the energy of a system, heat must be supplied to it;  conversely, the energy of the system decreases when heat is withdrawn from it. In quantitative terms, heat is defined as follows:

Heat = [Mass] [Heat Capacity] [Temperature Difference] 

In symbols, this is expressed as

Q = m C T ,

where T (delta T) is the difference in temperature. The heat capacity  XE  "heat capacity "  (C) is just what the term says, the capacity of a substance to store thermal energy. It is a property, just like mass or energy, in the sense that certain materials (or substances) have greater or smaller heat capacities, depending on their nature. For example, water has a larger heat capacity than air. Table 3-2 gives the values of heat capacity for some important substances. The unit used here is BTU per pound per degree Fahrenheit (BTU/lb/°F). (Another common unit is cal/g/°C, which has the same numerical value.) This can be easily understood by looking at the above definition of heat.  Rearranging this expression, we obtain

Heat Capacity =  EQ \f(Heat,[Mass] [Temperature Difference])    
The unit of measurement of heat (or energy) is BTU, that of mass is pound (lb) and that of temperature difference is °F.

From the definition of heat (thermal energy), it is obvious that the colder a substance gets (in other words, the lower its temperature XE  "temperature"  with respect to that of the surroundings), the lower its thermal energy will be and the greater will be the quantity of heat transferred to it from the surroundings. This will be discussed in detail in Chapter 4.  


The important question that needs to be addressed now is the following: What is the lowest possible temperature? The experimental observation illustrated in Figure 3-7 provides the clue: as the pressure of all gases decreases, the corresponding temperatures all converge at -273 °C.

Table 3-2
Typical values of heat capacities and densities of selected substances/materials 

(at or around room temperature)

	Substance/Material
	Density

(lb/ft3)
	Heat capacity

(BTU/lb/°F or cal/g/°C)

	Water
	62.8
	1.00

	Wood (pine)
	31
	0.67

	Gypsum
	60
	0.26

	Fireclay brick
	112
	0.22

	Stone
	160
	0.21

	Glass 
	170
	0.20

	Cement
	144
	0.19

	Sand
	100
	0.19

	Concrete
	144
	0.16

	Iron
	490
	0.11


	Illustration 3-5. Calculate the energy added to 1 cubic foot of water by heating it from 60 to 200 °F.

Solution.  

A quantity of water is normally measured in units of volume, such as the cubic foot (ft3 or cf). To convert volume into mass, we need to know the density XE  "density" . The density of water is 1 gram per cubic centimeter (g/cc). This is equivalent to 62.8 pounds per cubic foot. Therefore,

Mass = [Density] [Volume] = (62.8  EQ \f(pounds,cubic foot)  ) (1 cubic foot)  = 62.8 pounds

The temperature difference (in °C) is (approximately) 93 – 15 = 78 °C. We can now determine the amount of heat transferred. From Table 3-2, the heat capacity of water is 1 cal/g/°C. Therefore, we have:

Heat transferred = (62.8 lb) (1  EQ \f(cal,g °C)  ) (78 °C) ( EQ \f(1000 g,2.2 lb)  ) = 2.2x106 cal = 2200 kcal




FIGURE 3-7. Relationship between temperature and pressure for gases.

This temperature is the lowest possible temperature. It is called absolute zero. 


To avoid working with negative temperatures, a new temperature scale is defined. This is the so-called absolute XE  "Temperature:absolute"  scale, whose unit is the kelvin XE  "Temperature:kelvin"  (K), named after the Scottish physicist William Thomson, better known as Lord Kelvin (1824-1907). The relationship between the three most commonly used temperature scales – Fahrenheit, Centigrade (or Celsius) and absolute – is illustrated in Figure 3-8. The temperature in kelvins (K) is equal to the temperature in degrees Centigrade (°C) plus 273.  Therefore,

Absolute zero temperature = 0 K

0 °C = 273 K

Defining heat and work, in a quantitative sense, was hard enough for the early scientists, but it took much more hard thinking and careful experimentation to figure out the relationship between heat and work (see Chapter 2). This is known today as the First Law of Thermodynamics or the Principle of Energy Conservation.


The quantitative equivalence of potential energy and kinetic energy has been obvious since the times of Galileo and the analysis of a frictionless pendulum (see Illustration 3-3), but it wasn't until the work of the Scotsman Macquorn Rankine (1820-1872) that these precise terms were introduced. The story with heat and work is exactly the opposite: the terminology preceded the establishment of equivalence. The essence of Joule's clarifying experiment is illustrated in Figure 3-9. The falling mass (weight) turns the stirrer. The friction of the paddles heats the water. The thermometer measures the temperature increase of the water. If we know the number of pounds of water and by how many degrees its temperature rises, we know how many BTU of energy are used. On the other hand, if we know the number of pounds in the falling object and how many feet it fell, we can calculate the mechanical energy (in foot-pounds). These numbers then allow us to determine the number of foot-pounds (mechanical) equivalent to 1 BTU (thermal):

778 ft lb = 1 BTU 

This equivalence means that if 1 pound of water fell 778 feet its temperature would increase by 1 °F.


Subsequently, many other scientists investigated the equivalence between other forms of energy (such as heat and electricity); the results obtained provided further evidence that all energy forms can be completely converted from one to another. This growing body of observations led to the formulation of the First Law XE  "thermodynamics:First Law"  of Thermodynamics:

In a closed system, energy can neither be created nor destroyed.

We mentioned that a closed system XE  "system"  is one that can exchange energy, but not mass, with its surroundings. The ultimate example of a closed system is the universe. Therefore, an alternative statement of this law is the following:

The amount of energy in the universe remains constant.
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Figure 3-8. Relationship between the most commonly used temperature scale XE  "temperature: scale" s, illustrated using as guides the absolute zero temperature (0 K), the melting point of ice (273 K) and the boiling point of water (373 K).

Figure 3-9. An illustration of the classical Joule experiment showing the quantitative equivalence between heat and work.

In other words, if we increase the energy of one portion of the universe (system), we decrease the energy of another system or its surroundings. In the introductory example of the concept of work (see p. 10), the potential energy of the object increased at the expense of consuming a portion of our own energy.


An important consequence of the First Law is that providing heat and doing work are quantitatively equivalent ways of changing a system's energy. Again, a good analogy is that energy is like money in the bank. It accepts deposits in either currency (heat or work), but stores it as energy.


Even though there is no quantitative distinction between heat and work, or between other energy forms, there is a very important qualitative distinction between them. This issue is taken up next.

Entropy (Second Law of Thermodynamics) TC  "Entropy (Second Law of Thermodynamics)" \l 2 
What the First Law of Thermodynamics XE  "Thermodynamics:Second Law"  does, in essence, is to define the concept of energy. Energy is an intuitively obvious concept, but one that was perhaps difficult to quantify in all its forms. Having now quantified the important energy forms, let us turn our attention to the other key concept in energy utilization, that of entropy XE  "entropy" . This concept is sneither intuitively obvious nor easy to quantify, but its essential qualitative features are straightforward.


We know from everyday experience that disorder (or even chaos) is more probable than order. This is illustrated in Figure 3-10. When we open the box, it is much more probable that we shall find the cubes as shown in the left diagram; they will not be stacked on top of each other, but will be distributed randomly. This is also true of moving objects. Random motion in general is more probable than ordered motion. (If you don't believe this, observe the movement of people in the hall of Grand Central Station in New York on a Monday morning; they are going in so many different directions that it is difficult to get through. Even though each person is moving in a definite direction, when taking all the people as a group, there is no preferred direction of movement.) Balls bouncing inside a box move randomly from one wall to another. Atoms and molecules in all substances, and particularly in gases (such as air), can be thought of as microscopic bouncing balls. Their thermal energy XE  "thermal energy"  (heat) is in fact the cause of their random motion. The higher the temperature is, the faster they will move. In fact, going back to the example of heat on p. 10, when water boils, they acquire so much energy that they jump out of the kettle and become part of the air;  in other words, they evaporate.

	Illustration 3-6. The weight shown in Figure 3-9 (assume 1000 kg) falls over a distance of 10 ft. If all its (mechanical) energy is converted to heat, by warming the water (half a gallon) in the vessel, by how much will the temperature of the water increase?

Solution.  

The postulated equivalence of heat and work allows us to write the following energy balance:

Heat transferred to the water = Work done by the falling weight

In other words,

m C T = m g h .

The work done by the falling weight is (approximately):

m g h = (1000 kg) (10 m/s2) (3 m) = 30,000 J = 30 kJ.

Therefore:

Temperature increase =  T  =  EQ \f(m g h,m C)   =  EQ \f((30000 J) (\f(1 BTU,1055 J)),(0.5 gal) (\f(62.8 lb,1 gal) ) (\f(1 BTU,lb °F)))    =  0.9 °F




Therefore, when we heat a system we are stimulating random or incoherent motion. In contrast, work is associated with directional or coherent movement. We apply a force in a given direction and the object moves in this direction. When an object is thrown from the Empire State Building, for example, it does not fly off in any direction, but falls straight down to earth (in the direction of the gravitational force).


We can now define entropy, a term introduced in 1868 by the German scientist Rudolph Clausius (1822-1888).

 XE  "entropy:definition" 
Entropy is a measure of probability of occurrence or of disorder.

 XE  "entropy:definition" 
The developments that led to the formulation of the concept of entropy are not as dramatic as those that culminated in the formulation of the 1st Law of Thermodynamics and the discovery of energy. There was no simultaneous discovery here, as was the case with Séguin, Mayer, Joule and Colding, who were the principal contenders in the formulation of the principle of conservation of energy. The discovery of the 2nd Law actually took place before that of the 1st Law. It was pioneered by the Frenchman Sadi Carnot (1796-1832). But it was possible to enunciate it clearly only after the concepts of energy and heat had been clarified. This was done primarily by Clausius and Lord Kelvin.


Apart from its immediate practical impact on the development of more efficient engines, entropy was subsequently shown to have remarkable fundamental significance as well. The Austrian Boltzmann (1844-1906) concluded in 1877 that entropy is a measure of randomness or of molecular disorder. The probabilistic equation that describes this dependence, carved on his tomb in a Vienna cemetery, is as famous as Einstein's equation relating mass and energy. It explained why heat flows spontaneously in the direction of increasing entropy (see below). It also clarified Clausius's dramatic cosmological formulation of the Second Law (“the entropy of the Universe tends toward a maximum”). Entropy thus became an indicator of evolution or an arrow of time. More recently, it has found use in a variety of seemingly unrelated disciplines including economics, agriculture and information theory. A popular and interesting, albeit somewhat melodramatic account is given by Jeremy Rifkin in his book Entropy: Into the Greenhouse World (Bantam Books, 1989): “Entropy is the supreme law of nature and governs everything we do. Entropy tells us why our existing world is crumbling and what we can do to restore it.”


If the degree of disorder is high in a system, or if the degree of order is low, the system has a high entropy. In quantitative terms, entropy can be defined as follows:

Entropy Increase =  EQ \f(Heat Supplied,Temperature) 
The use of this seemingly simple equation is beyond the scope of our discussion. Its main message lies in the inverse relationship between entropy and temperature. This means that the entropy decrease due to heat loss at high temperature is smaller than the entropy increase due to heat gain at low temperature.
	ENTROPY: DEVELOPMENT OF A CONCEPT

Carnot developed the first theory of the conversion of heat to work. He got interested in heat engines after realizing that France lost the Napoleonic wars because of British supremacy in power technology. In his posthumously recognized classic, “Reflections on the Motive Power of Fire,” he was guided by the false but insightful analogy between a water wheel and a heat engine. Thinking of heat as a substance that is conserved, like water, he concluded in 1824 that the amount of work produced is dependent only on the temperature difference of the bodies between which the heat flows. Although based on false assumptions, this revolutionary conclusion turned out to be correct. It was reinterpreted and developed further by Kelvin and Clausius, two decades later, after Kelvin learned from Joule about the quantitative equivalence of heat and work. Both as rivals and complementing each other's findings, Kelvin and Clausius were not the first to realize that heat was not a substance; but they were indeed the first to reconcile Carnot's conclusion with the energy conservation principle. It took another two decades to find the key to this reconciliation. They analyzed two extremes in the design of heat engines and realized that heat cannot be conserved. At one extreme is the maximum-efficiency Carnot engine in which the amount of work produced is equal to the temperature difference between the hot and cold body (reservoir) divided by the temperature of the high-temperature reservoir (see Chapter 4). At the other extreme is the zero-efficiency engine which does no work at all, and heat is simply transferred from the hot reservoir to the cold reservoir. In 1865 Clausius introduced the term ‘entropy’ (from the Greek trope, meaning transformation, and by analogy with energy) to measure the energy that is made unavailable (for conversion to work) in the latter case.




Having defined entropy, we can now state the Second Law of Thermodynamics.  There are many ways to do this and there are many subtleties involved (which can elude us even after taking an entire course on thermodynamics).  For our purposes, it will be sufficient to state it in the following way:

 XE  "energy:conversion:spontaneous" 
In any spontaneous energy conversion, the entropy of the system increases.  Regardless of the nature of energy conversion, the entropy of the universe tends toward a maximum.
A spontaneous energy conversion is one that requires no work (energy input).  The Second Law thus recognizes that there is a natural direction of energy transfer or conversion; this natural direction is one of increasing entropy.  And indeed this makes sense when we think of entropy in terms of probability.  The spontaneous direction of energy conversion is from a less probable (low-entropy) state to a more probable (high-entropy) state (see Figure 3-10).
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Figure 3-10. Disorder is more probable than order.

A familiar example may be useful to bring home the universal validity of the Second Law. When we clean our room and put some order in it, it reaches a state of low entropy. As time passes, it ‘spontaneously’ evolves toward an ever increasing disorder, unless we do work to restore the order; its entropy increases.

 XE  "energy:conversion:work/heat" 
We shall see in Part III of this book that, ever since the Industrial Revolution, society has been relying heavily on the conversion of heat to work. The application of the Second Law to this energy conversion is of particular interest to us. Thermal energy, or heat XE  "heat" , is a high-entropy energy form, because of the random motion of atoms and molecules (in gases such as air, for example).  Mechanical energy, or work XE  "work" , is a low-entropy energy form, because of the ordered motion of bodies moving under the influence of a directional force. Thus, work or any other low-entropy energy form is more useful than heat or any other high-entropy energy form. Its greater usefulness resides in the fact that its conversion to other forms can occur spontaneously (and more efficiently, as we shall see in Chapter 4).  


This is the important qualitative distinction between work and heat that we mentioned in the previous section. It reflects the same dissymmetry of nature that we readily recognize in more familiar phenomena, such as rivers flowing to the sea and objects falling to the ground. Conversion of work to heat is a process that nature allows. Furthermore, and perhaps unfortunately, nature looks favorably upon this process. It is analogous to displacing an object downhill; we just let it roll. Conversion of heat to work is a process that nature looks upon less favorably; in fact, it imposes a hefty ‘tax’ on it, as we shall see in Chapter 4. This is analogous to displacing an object uphill: it can be done, but it requires effort or input of energy.  


When heat is converted to work, the entropy of the system decreases. But the entropy of the surroundings increases and this increase is greater than the entropy decrease in the system. Thus the entropy of the universe (system plus surroundings) increases. We shall explore the far-reaching technical and economic implications of this law of nature in the rest of this book. They represent the ‘heart’ of the energy issue that society has worried about for centuries.


The environmental, and even philosophical, implications of the Second Law are the ‘soul’ of the energy issue. Only recently are they being recognized as something that all society should worry about. The conventional view of the history of mankind is that of progress toward increasing world order. In this process, we are using the primitive forms of energy and converting them – at an ever-increasing rate – into more useful energy forms. We are thus contributing to an increase in the entropy of the universe. In essence, then, the Second Law is giving us a sobering (and perhaps disheartening) message. It tells us that human civilization is swimming against the tide. In the struggle to preserve and instill order in our systems (living organisms, homes, offices, gardens, etc.), we are creating greater chaos in the surroundings (in our environment). Nuclear waste disposal XE  "Nuclear waste disposal"  is one such example (see Chapter 15);  global warming XE  "global warming"  is another (see Chapter 11).  The latter is related to the inevitable conversion of all energy forms into heat, the prevalent high-entropy energy form.


Another very important practical consequence of the Second Law needs to be introduced here. It is best explained by recalling the probabilistic nature of the concept of entropy and the interpretation of the Second Law in terms of probability. Using intuition, as well as the defining expression for entropy on p. 44, we can conclude the following:

 XE  "temperature:reservoir" 
Heat is spontaneously transferred from a hot place (“high-temperature reservoir,” in the terminology of thermodynamics) to a cold place (“low-temperature reservoir”).  

The validity of this statement can be confirmed with the help of elementary probability arguments. These are illustrated in Figures 3-11, 3-12 and 3-13. We can think of the hot place (system) as being in the center of the box. For simplicity let's assume that it consists of 16 ‘hot’ molecules (H1), marked as filled squares in Figures 3-11 and 3-12. Two cases will be considered for the cold place (surroundings): the smaller one consists of 48 molecules (C2, Figure 3-11) while the larger one contains 84 molecules (C3, Figure 3-12); these ‘cold’ molecules are marked as blank squares. We shall idealize the heat transfer from the system to the surroundings as a simple exchange of hot and cold molecules. Entropy changes during this process are calculated in the tables accompanying Figures 3-11 and 3-12. They are shown also in graphical form in Figure 3-13. The calculation involves use of the Boltzmann equation (S = k lnW), which says that entropy (S) is proportional to the natural logarithm of the number of ways a system can be arranged without an external observer being aware that a rearrangement has occurred (W). (For simplicity, let’s assume that k=1.) The reason for the logarithmic relationship is straightforward. When two systems are combined, the entropy (S) of the combined system is the sum of the entropies of the two subsystems (S1 and S2); in contrast, the probability for the combined system (W) is the product of the probabilities of the two subsystems (W1 and W2). And from simple math, S = S1 + S2 = lnW1 + lnW2 = ln[(W1)(W2)].


When all 16 hot molecules are in the system, there is only one way of arranging them, so W1 = W2 = 1, and S1 = S2 = ln1 = 0. When one molecule is transferred from the system to the surroundings, there are 16 ways to arrange C1 (or H1) in the system, 48 ways to arrange the smaller surroundings and 84 ways to arrange the larger surroundings; 
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	H1
	C1
	H2
	C2
	W1
	W2
	S1
	S2
	S1+S2

	16
	0
	0
	48
	1
	1
	0.00
	0.00
	0.00

	15
	1
	1
	47
	16/1
	48/1
	2.77
	3.87
	6.64

	14
	2
	2
	46
	16x15/2!
	48x47/2!
	4.79
	7.03
	11.8

	13
	3
	3
	45
	16x15x14/3!
	48x47x46/3!
	6.33
	9.76
	16.1

	12
	4
	4
	44
	16x15x14x13/4!
	48x47x46x45/4!
	7.51
	12.2
	19.7

	11
	5
	5
	43
	(etc.)
	(etc.)
	8.38
	14.4
	22.8

	10
	6
	6
	42
	
	
	8.99
	16.3
	25.3

	9
	7
	7
	41
	
	
	9.34
	18.1
	27.4

	8
	8
	8
	40
	
	
	9.46
	19.7
	29.2

	7
	9
	9
	39
	
	
	9.34
	21.2
	30.5

	6
	10
	10
	38
	
	
	8.99
	22.6
	31.6

	5
	11
	11
	37
	
	
	8.38
	23.8
	32.2

	4
	12
	12
	36
	
	
	7.51
	25.0
	32.5

	3
	13
	13
	35
	
	
	6.33
	26.0
	32.3

	2
	14
	14
	34
	
	
	4.79
	26.9
	31.7

	1
	15
	15
	33
	
	
	2.77
	27.7
	30.5

	0
	16
	16
	32
	
	
	0.00
	28.4
	28.4


Figure 3-11. As the number of molecules transferred to the 8x8 surroundings increases from 0 to 16, the number of ways that they can be arranged increases. 

Entropy is proportional to this number.
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	H1
	C1
	H3
	C3
	W1
	W3
	S1
	S3
	S

	16
	0
	0
	84
	1
	1
	0.00
	0.00
	0.00

	15
	1
	1
	83
	16/1
	84/1
	2.77
	4.43
	7.2

	14
	2
	2
	82
	16x15/2!
	84x83/2!
	4.79
	8.16
	12.9

	13
	3
	3
	81
	16x15x14/3!
	84x83x82/3!
	6.33
	11.5
	17.8

	12
	4
	4
	80
	16x15x14x13/4!
	84x83x82x81/4!
	7.51
	14.5
	22.0

	11
	5
	5
	79
	(etc.)
	(etc.)
	8.38
	17.2
	25.6

	10
	6
	6
	78
	
	
	8.99
	19.8
	28.8

	9
	7
	7
	77
	
	
	9.34
	22.2
	31.5

	8
	8
	8
	76
	
	
	9.46
	24.5
	34.0

	7
	9
	9
	75
	
	
	9.34
	26.6
	35.9

	6
	10
	10
	74
	
	
	8.99
	28.6
	37.6

	5
	11
	11
	73
	
	
	8.38
	30.6
	39.0

	4
	12
	12
	72
	
	
	7.51
	32.3
	39.8

	3
	13
	13
	71
	
	
	6.33
	34.1
	40.4

	2
	14
	14
	70
	
	
	4.79
	35.7
	40.5

	1
	15
	15
	69
	
	
	2.77
	37.2
	40.0

	0
	16
	16
	68
	
	
	0.00
	38.7
	38.7


Figure 3-12. As the number of molecules transferred to the 10x10 surroundings increases from 0 to 16, the number of ways that they can be arranged increases. 

Entropy is proportional to this number.

therefore S1=2.77, S2=3.87 and S3=4.43. When two molecules are transferred, there are 120 ways (16x15/2) to arrange the system, 1128 ways (48x47/2) to arrange the smaller surroundings and 3486 ways (84x83/2) to arrange the larger surroundings; therefore S1=4.79, S2=7.03 and S3=8.16. When three molecules are transferred, there are 560 ways to arrange the system, 17,296 ways to arrange the smaller surroundings and 95,284 ways to arrange the larger surroundings; the reader can also verify that S1=6.33, S2=9.76 and S3=11.5. 


To convince yourself that this is so, think of the analogous card dealing experiment. Say you want to calculate the probability of being dealt three or four consecutive kings from a deck of 16 cards. You first count the number of ways of getting three of the four kings in the deck; this is 4x3x2/3! = 4, where 3! is shorthand for 3x2x1. Indeed, the four ways are either in the first draw, or the second, or the third, or in neither of the three. Obviously, there is only one way to draw four consecutive kings, and that is 4x3x2/4! = 1. Then you count the number of ways of drawing three or four cards out of 16 cards in the deck; for three cards, this is 16x15x14/3! = 560, and for four cards it is 16x15x14x13/4! = 1,820. Therefore, the probability of drawing three kings in three draws is greater (4/560 = 1/140) than the probability of drawing four kings in four draws (1/1,820). 


An alternative way to obtain the same probability is the following. The probability that the first card is a king is 4/16 because 4 of the 16 cards in the original deck are kings. After the first king has been dealt, the probability that the second card drawn is a king is 3/15. After the second king has been dealt, the probability that the third card drawn is a king is 2/14. And the probability that the fourth card drawn is a king is 1/13. When these four probabilities are multiplied, we get indeed (4/16)x(3/15)x(2/14)x(1/13) = 1/1,820. So in this case there are 16x15x14x13/4! equivalent ways of arranging four kings in a deck of 16 cards. The kings in the deck are analogous to hot molecules in Figures 3-11 and 3-12.


The probabilistic definition of temperature tells us that it is inversely proportional to the logarithm of the ratio of the number of cold molecules (Nc) to that of hot ones (Nh),

Temperature =  EQ \f(k,ln \f(Nc,Nh)) 
where k is again a constant that need not concern us here. Thermal equilibrium is reached when total entropy, which is the sum of the entropies of the system and the surroundings, reaches its maximum value. In the arrangement shown in Figure 3-11, this occurs when 12 hot molecules have been transferred from the system to the surroundings (see Figure 3-13a); therefore, the ratio Nc/Nh is 12/4 = 3 in the system and 36/12 = 3 in the surroundings and indeed the temperature is the same everywhere. In the arrangement shown in Figure 3-12, the same occurs when a larger number of molecules is transferred to the surroundings (see Figure 3-13b). This makes intuitive sense: more heat must be ‘expended’ to keep a larger room warm. 


The transfer of heat from a cold place to a hot place is also possible, of course. In fact, this is what a refrigerator XE  "refrigerator"  or an air conditioner XE  "air conditioner"  does. But we need to do work to achieve this (see Chapter 4). 


In summary, then, we have shown here that the heat loss from a warm environment (our home in winter) is the consequence of spontaneous mixing of ‘hot’ and ‘cold’ atoms or molecules. These elementary constituents of matter prefer to be well mixed, and thus warm everywhere, rather than remaining segregated into a hot system (our home) and a cold surroundings.

We conclude this chapter by restating the two laws of thermodynamics in the following familiar terms:


(a)
(b)
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FIGURE 3-13. An illustration of the Second Law of Thermodynamics. The temperatures of the system and the surroundings become equal when the total entropy reaches a maximum.

You can't get something for nothing (First Law); the best that you can do is break even, and in conversion from heat to work, you can't even do that (Second Law).

The first part of this statement is easy to understand.  Energy is conserved in all processes, and therefore it cannot be created (nor can it be destroyed).  The second part leads us to the concept of efficiency of energy conversion to which the entire Chapter 4 is devoted.

REVIEW QUESTIONS

3-1. The Hoover dam on the Colorado river, on the border between Arizona and Nevada, is 726 feet high (see National Geographic of 6/91, “The Colorado: A River Drained Dry”). How much water is needed to produce 1000 MW of electricity? (Assume that the efficiency of conversion of potential energy to electricity is 100%, which is not far off, as we shall see in Chapter 4.)

3-2. In the summer of 1996, hurricane Fran hit the east coast of the U.S. with winds of 120 miles per hour. If the mass flow of this wind was some 2000 kilograms per second, calculate the power that can be derived from its kinetic energy. (Hint: Remember that power is energy divided by time.)

3-3. Which one of the following numbers is the least important reference point on the Fahrenheit temperature scale: (a) 0 °F, (b) 32 °F, (c) 96 °F, (d) 212 °F, (e) 100 °F.

3-4. Which one of the following numbers is the least important reference point on the Celsius temperature scale: (a) 0 °C, (b) -273 °C, (c) 100 °C, (d) 32 °C.

3-5. Indicate whether the statements below are true or false:

(a) If the degree of disorder in a system is low, the system is in a state of high entropy.

(b) The transfer of heat from a cold to a hot environment occurs spontaneously.

(c) High-entropy states are more probable than low-entropy states.

(d) For any energy conversion device, the energy input is equal to or greater than the useful energy output.

(e) The quantity of energy in the Universe today is smaller than the quantity that was available ten billion years ago.

3-6. How much (thermal) energy can be stored in a stone wall of a greenhouse whose dimensions are 8 ft by 8 ft by 0.3 ft if the available temperature difference is 50 °F.

3-7. Use the quantitative definition of heat (thermal energy) to further explore the probabilistic definition of temperature. From the table accompanying Figure 3-11 it is seen that when 37.5% (6/16) of the hot molecules are transferred, the temperatures of the system and the surroundings are 1.96 and 0.74 (in arbitrary units). When thermal equilibrium is achieved, verify that the relative change in the calculated temperatures does not correspond to that predicted from the ratio of the two volumes. Make the grid size smaller in Figure 3-11, e.g., use 32 molecules in the system and 96 molecules in the surroundings and calculate the entropies. Does the prediction become better?

INVESTIGATIONS

3-1. Even in science people sometimes see what they want to see!? The example of the ice-rubbing experiment by the young Humphry Davy is a good case study to explore. Consult various biographical sources – Dictionary of Scientific Biography, Britannica Online (http://www.eb.com), etc. – and find out which of them mention this scientific ‘contribution’. See also the journal Nature, Vol. 135 (1935), pp. 359-360. Compare the results of this experiment with the effect produced by the pressure of a person's skates on the ice.

3-2. Epoch-marking scientific experiments are typically surrounded today by many colorful (and some fictional?) stories. The most famous one regarding Joule's experiments (pp. 40-42) is that he confirmed the mechanical equivalent of heat during his honeymoon trip to the Swiss Alps. The story goes that he measured the temperature of the water at the top and the bottom of a waterfall there, in an attempt to confirm that “a fall of 817 feet will [...] generate one degree Fahrenheit” (quoted by G. Holton; see Further Reading, p. 461). How would you use the Internet to find out whether this story is indeed true?
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