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A B S T R A C T   

Fluid injection into a rock mass from industrial processes can cause perceivable seismic events that may raise 
public concern. This seismicity can be caused by injection-induced fluid pressure in the rock mass causing slip on 
faults. Here we provide a method to distinguish between aseismic and seismic mobilisation and to predict fault 
movement due to anthropogenic fluid injection. This was achieved by extending a two-dimensional fully coupled 
fluid and mechanical loading extended finite element model (X-FEM) via development of a dynamic analysis 
module as a standalone code in MATLAB. This code considers fluid flow along the fault as well as into the rock mass 
and uses a directly proportional equivalent injected flow rate into the fault as the input. This model was validated 
by comparing the resultant pressure and normal and shear displacements calculated at the centre of the fault 
against observations from a decametre-scale in-situ experiment. The main results were that not only the me-
chanics of the fault could be simulated using this approach, but that the simulation correctly predicted the onset 
of seismicity and transition to dynamic analysis and at similar seismic magnitudes to observations. Parametric 
studies investigated the influence of the flow rate (when injecting a constant volume of water) and the effect of 
rate and state frictional parameters in representing modes of seismicity. The main conclusion is that this 
modelling technique using X-FEM provides an accurate method in accurately predicting modes, location and 
timing of fault remobilisation due to fluid injection inclusive of important precursory aseismic fault movements. 
These results are important, since they demonstrate the applicability of this X-FEM approach in accurately 
predicting the mechanics of fault reactivation and the resultant seismicity, aiding in the design and scheduling of 
fluid injection operations and in the optimisation of operational parameters.   

1. Introduction 

Fluid injection into or near a fault may induce slip and result in 
seismicity of sufficient magnitude to cause damage to surface and un-
derground structures.1–5 Fluid injection is synonymous with wastewater 
disposal and hydraulic fracturing used to develop sites for geothermal 
energy, unconventional hydrocarbon production and in destressing in 
deep hard rock mines. Therefore, to obtain the anticipated seismicity in 
geological formations, understanding the mechanics of fault reac-
tivation is important. Understanding the resultant behaviour to 
fluid-injection is typically challenging due to the characteristically 
coupled nature of the fluid-transmission and mechanical processes. In 
addition, predicting the onset of seismicity, i.e., distinguishing aseismic 
fault movement from seismic slip, and then modelling the process under 
dynamic conditions remains a difficult task. 

Only a few numerical methods have been utilised to model dynamic 
fault-slip behaviour,6–9 still fewer have introduced numerical methods 
to model coupled (fluid pressure and mechanical behaviour) fault-slip 
behaviour10–13 with very limited analyses representing fault-slip using 
coupled and dynamic analyses together.14 The dynamic models that 
consider only the mechanical behaviour were conducted using the Fast 
Lagrangian Analysis of Continua in Three-Dimensions (FLAC3D) code, 
either using interface elements with the Coulomb friction law6 or a 
ubiquitous joint model in order to modify the friction law used in the 
analysis.7,8 The modified friction laws were Barton’s15 shear strength 
criterion either with or without a linear slip-weakening friction law. 
These studies considered fault-slip caused by the reduction in normal 
stress due to underground excavation. Thus, these investigations do not 
consider fault-slip caused by increased fluid pressure along the fault. In 
addition, a custom static and dynamic finite element method (FEM) code 
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(PyLith) was developed and implemented the Coulomb friction law, 
linear slip-weakening, linear time-weakening and rate and state friction 
with an aging law.9 To consider fault movement resulting from fluid 
injection coupled numerical models are mandatory. Most of these 
coupled numerical models only accommodate aseismic fault-slip since 
they are implemented considering only static conditions10–13 with one 
notable exception.14 These coupled numerical methods involve either 
linking the code FLAC with a multiphase flow simulator, TOUGH,16 or in 
using a custom porous medium FE model utilising interface elements10 

to further consider dynamic analysis.14 This dynamic model only con-
siders the static-to-dynamic transition and neglects the final 
dynamic-to-static transition. It is of significant importance to consider 
both these transitions to simulate the temporal variation of seismic ac-
tivity both during and after fluid injection. In addition, although these 
numerical methods may provide valuable insights through parametric 
studies, these tools should be fully verified against laboratory and/or 
in-situ experiments. Additionally, there is a need to implement rate and 
state friction in a dynamic coupled approach. Furthermore, the potential 
for the fault to slip is fundamentally linked to the rate of injection 
relative to the permeability of the surrounding rock mass, since this 
controls the rate of leak-off and hence pressurisation. In order to accu-
rately capture fault remobilisation response, some key aspects to 
consider include:  

i. The coupling between fluid pressures and fault remobilisation is 
accounted for by the method, which includes fluid flow within 
the fault as well as leak-off into the rock mass.  

ii. Appropriate rock properties can be determined and input into the 
model.  

iii. The method is sufficiently efficient to be useful in an industrial 
context.  

iv. The results are comparable to in-situ experiments. 

Thus, the problem addressed in this study is the reproduction of the 
quasi-static and dynamic mechanics of a natural in-situ fault using a 
coupled extended finite element method (X-FEM) approach. This 
approach uses dynamic analysis when unstable fault-slip conditions are 
met (considering rate and state friction behaviour), otherwise using 
quasi-static analysis. Results are benchmarked against observations 
from a decametre-scale in situ fault remobilisation experiment.17 

Fault-slip produced by fluid injection can be approximated by the 
Coulomb friction law.1,18–22 An increase in pore pressure decreases the 
compressive effective normal stress along the fault, which decreases the 
frictional resistance. The shear stress within this pressurised region 
(with reduced effective stress) then produces localised frictional slip 
failure. Slip tendency analysis is a simplified approach for determining 
whether the fault will slip under the action of a given fluid pressure.18,20 

However, the slip magnitudes along the fault are more difficult to pre-
dict, since they depend on the distribution of fluid pressures along the 
fault and into the rock mass, the rock and fault properties and the in-situ 
effective stress regime.23 

Seismic fault-slip occurs when the fault becomes unstable, i.e. when 
the resistance to sliding reduces more rapidly than the unloading process 
of the surrounding rock – thus, the surrounding rock stiffness is lower 
than the critical stiffness.24 Conversely, aseismic slip occurs when the 
fault movement is stable, i.e. when the velocity weakening behaviour is 
moderate or does not occur.17 Both aseismic and seismic slip can occur 
in fault systems, where seismic slip of sufficiently large energy release 
may pose a safety risk to structures and people.3,17,25 For artificially 
perturbed fault systems, the maximum energy release (logarithmically 
scaled to the Richter magnitude) may be linked to both the volume and 
rate of fluid injection.26 

Rate and state friction laws have been shown to accurately model 
representative laboratory reproduced faults using velocity step changes 
and hold periods.27 Although changing the effective normal stress (due 
to increased fluid pressure) may change the rate and state friction 

parameters,28–30 these friction laws provide a good first approximation 
to represent the frictional resistance of rock faults. Another benefit of 
these friction laws is that they have been shown to predict the nucleation 
of seismicity.24 However, under fluid pressurisation, this instability may 
be driven by the energy imbalance caused by a decrease in effective 
normal stress and in fault zone weakening, even for velocity strength-
ening frictional behaviour. This effect may outweigh the impact of the 
second order rate and state effects on the frictional strength of the fault, 
at least for representative laboratory reproduced fault systems.31 As 
current understanding is insufficient to accurately partition between 
aseismic and seismic fault-slip,32 the present study aims to gain new 
insights into this through X-FEM modelling using the nucleation of 
seismicity theory to assess when seismic fault-slip occurs, as constrained 
by in situ experimental observations. 

The X-FEM numerical approach was originally developed to assist 
with crack propagation prediction33,34 and is also applicable to the pre-
diction of the non-linear shear behaviour of discontinuous rock resulting 
from fluid injection.35 The X-FEM numerical approach was recently 
extended to study fractured porous media.36–38 Our study presents an 
extended coupled two-dimensional X-FEM formulation39 to consider the 
mechanics of fluid injection into an in-situ natural fault, with added 
consideration of the dynamic processes. This method is validated against 
an in-situ fault reactivation experiment17 whilst examining the coupled 
nature of fault-slip. The validated approach contains all the necessary 
processes contributing to the reactivation, i.e. fluid injection, leak-off, 
inertial terms, and stiffness differences in the system. The method pre-
sented could be applied to other faults that are perturbed by fluid injec-
tion to forecast the expected fault movement. Inclusion of the dynamic 
fault-slip process in this approach provides insights into induced seis-
micity and may contribute to the mitigation of its risks. 

2. X-FEM formulation for a mixed aseismic/seismic fault-slip 
simulation based on a coupled hydro-mechanical model 

An X-FEM approach was applied since it is computationally efficient 
and accurate when accommodating a discontinuity, compared to con-
ventional continuum approaches. The X-FEM modelling implicitly rep-
resents individual cracks without requiring complex meshing and 
remeshing of the crack, resulting in decreased computation time. Spe-
cifically, the X-FEM approach enriches the FEM model by providing 
additional degrees of freedom (DOF) to the nodes of the element(s) that 
are crossed by the discontinuity. Therefore, a single mesh can be used for 
discontinuities of any length and orientation.40 

The following sections introduce the dynamic X-FEM method39 and 
the model parameters used to simulate the in-situ experiment.17 Refer to 
Schwartzkopff et al.23 for the static X-FEM formulation utilised during 
periods of stability. A modified version of the X-FEM formulation39 was 
used, incorporating reasonable assumptions, but adding the capability23 

to represent inertial (dynamic) effects. The governing equations, 
approximate displacement and pressure fields, and the contact model 
are given in Schwartzkopff et al.23 We note that the primary contribu-
tion of the current study is the implementation of the dynamic analysis 
in conjunction with the switch between static and dynamic analysis. 

2.1. Spatial discretisation of the strong formulation for X-FEM 

The weak forms of the governing equations are obtained by applying 
the well-known divergence theorem, which are then discretised 
spatially, based on the Galerkin discretisation technique. The dynamic 
part of the analysis uses the following resulting system of linear equa-
tions, where the static analysis follows the same procedure as 
Schwartzkopff et al.23: 

MU + CU̇ + KU − QP + fint
U − fext

U = 0 

InU + QT U̇ + HP + SṖ − qint
P − qext

P = 0 1 
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where U = 〈u, a〉 and P = 〈p, c〉 are the standard and enriched degrees of 
freedom (DOF) of displacement and pressure, respectively. M is the mass 
matrix, C is the Rayleigh damping matrix, K is the stiffness matrix, Q is 
the coupling matrix, H is the permeability matrix, S is the compress-
ibility matrix, Іn is the fluid inertial matrix, and fext

U and qext
P are the 

external force vectors. The matrices added (or redefined) compared with 
Schwartzkopff et al.23 are: 

Mαβ =

∫

Ω

(
Nα

u

)T ρNβ
pdΩ

C = αRayleighM + βRayleighK

Inδβ =

∫

Ω

(
∇Nδ

p

)T
kf ρf N

β
udΩ

2  

where (α, β) ∈ (std, Hev) represent the standard and Heaviside func-
tions of the displacement field and (δ, γ) ∈ (std, abs) are the standard 
and modified level set functions of the pressure field. In these defini-
tions, A Rayleigh damping matrix has been introduced to prevent un-
desirable oscillations in the dynamic system. 

To assist in the approximation of the Rayleigh parameters (αRayleigh 

and βRayleigh), the natural angular frequencies are estimated, assuming a 
uniform rock layer on a rigid base, as41: 

ωn =
π(2n − 1)Vs

2h
3  

where n is the mode number, Vs is the shear wave velocity, and h is the 
height of the layer, which was assumed to be the width of the (fault) 
damage zone. The shear wave velocity can be calculated as: 

Vs =

̅̅̅̅
G
ρ

√

=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
E

2ρ(1 + ν)

√

4  

where G is the shear modulus, and ρ is the density of the medium (and E 
is the elastic modulus and ν is the Poisson’s ratio). As suggested, the first 
and third modes are used with a damping ratio ξ, which generally ranges 
between 2% and 5% for rock,42 to determine the Rayleigh parameters as: 

αRayleigh =
2ω1ω3

ω1 + ω3
ξ

βRayleigh =
2

ω1 + ω3
ξ

5  

where the damping ratio was set to 4% for the dynamic analysis. Note 
that the modified stiffness matrix is utilised in the Rayleigh damping 
matrix to damp and thereby stabilise the contact tractions along the fault. 

In addition, the flux vectors qint
P that account for fluid exchange be-

tween the fault and the surrounding porous rock can be defined as39: 

qint
δ = −

∫

Γd

(
∇Nδ

p

)T
tΓd kfd (2h)∇ptΓd dΓ −

∫

Γd

(
∇Nδ

p

)T
tΓd kfd ρf (2h)〈ü〉tΓd dΓ

−

∫

Γd

(
Nδ

p

)T
αBiot(2h)tΓd 〈∇u̇〉tΓd dΓ −

∫

Γd

(
Nδ

p

)T
αBiot⟦u̇⟧nΓd dΓ

−

∫

Γd

(
Nδ

p

)T
(2h)

1
Kf

ṗdΓ +

∫

Γd

(
∇Nδ

p

)T
tΓd kfd ρf (2h)btΓd dΓ +

∫

Γd

(
Nδ

p

)T
qdΓ

6 

Note that the hydraulic aperture 2h has been removed from the last 
integration term compared with Schwartzkopff et al.23 since this vari-
able can be cancelled with the flow rate defined previously. 

Renshaw’s43 relationship is used to model the evolution of the hy-
draulic aperture as outlined and justified in Schwartzkopff et al.23 

2.2. Discretisation of the time domain and solution technique 

The Newmark-Beta implicit time integration scheme is utilised for 
the temporal discretisation of the unknown variables (of displacement 
and pressure), where tn+1 = tn + Δt. According to this method, the ac-
celeration U, velocity U̇ and pore pressure gradient Ṗ vectors are: 

Un+1 =
1

βΔt2

(

Un+1 − Un

)

−
1

βΔt
U̇n −

(
1

2β
− 1
)

UnU̇n+1

=
γ

βΔt

(

Un+1 − Un

)

−

(
γ
β
− 1
)

U̇n − Δt
(

γ
2β

− 1
)

UnṖn+1

=
1

θΔt

(

Pn+1 − Pn

)

−

(
1
θ
− 1
)

Ṗn 7  

where U is the displacement vector. Note that when the model either 
switches to dynamic analysis, or back to static analysis, the velocity, 
acceleration, and pore gradient vectors are zeroed, since the model is 
transiting-from or -into static analysis where the material must be at 
rest. 

Substituting then rearranging these above equations into the 
spatially discretised system of linear equations results in the following 
system of linear equations (where the iteration number is defined as i):   

⎡

⎢
⎢
⎢
⎢
⎣

− γ
βΔt

(
1

βΔt2M+
γ

βΔt
C+K+

∂f int
U

∂U

)
γ

βΔt

(

Q−
∂fint

U
∂P

)

1
βΔt2In+ γ

βΔt

(

QT −
∂f int

U

∂P

T)

H+ 1
θΔtS−

∂qint
P

∂P

⎤

⎥
⎥
⎥
⎥
⎦

i

n+1

[
dU
dP

]i+1

n+1

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

− γ
βΔt

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

− f int
U +fext

U −

(
1

βΔt2MUn+1+
γ

βΔt
CUn+1+KUn+1 − QPn+1

)

+M
(

1
βΔt2Un+

1
βΔt

U̇n+

(
1

2β
− 1
)

Un

)

+C
(

γ
βΔt

Un+

(
γ
β
− 1
)

U̇n+Δt
(

γ
2β

− 1
)

Un

)

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

qint
P +qext

P −

(
γ

βΔt
QT Un+1+HPn+1+

1
θΔt

SPn+1

)

+In
(

1
βΔt2Un+

1
βΔt

U̇n+

(
1

2β
− 1
)

Un

)

+QT
(

γ
βΔt

Un+

(
γ
β
− 1
)

U̇+Δt
(

γ
2β

− 1
)

Un

)

+S
(

1
θΔt

Pn+

(
1
θ
− 1
)

Ṗn

)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

i

n+1

8   
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where the Jacobian (first matrix of Eq. (8)) was made semi-symmetrical 
(except for the fluid inertial matrixIn, which can be omitted, if required) 
by multiplying the first row by − γ/βΔt to reduce the computational cost. 

This defines the full suite of terms contributing to the Jacobian. Note 
that the Newton-Raphson iterative method is used to reduce the error to 
within a predefined tolerance - in this case <1% in each time step. 

2.3. Frictional model 

To capture changes in the friction coefficient from the evolution of 
slip velocity and healing rate, a modified version of the Coulomb friction 
law using rate and state parameters is implemented in the X-FEM 
model.44 For cohesionless frictional faults, the original Coulomb friction 
law can be expressed simply as: 

|τ| = μσ′

n 9  

where τ is the shear stress that is present at a location along the fault, σ′

n 
is the effective normal compressive stress, and μ is the friction coeffi-
cient. The frictional coefficient can vary over the length of the fault. The 
effective normal compressive stress is simply the normal compressive 
stress minus the fluid pressure along the fault – assuming a Biot coeffi-
cient αBiot of unity. Note that if the effective normal compressive stress 
becomes tensile, when the fluid pressure is greater than the normal 
compressive stress, the shear stress and strength reduce to zero and this 
point along the fault must slip, since the fault is then considered open. 
Hence, this friction law determines under what stress conditions a fault 
surface will slip. Rate state friction relates the friction coefficient to the 
rate of tangential shear displacement and the duration at that state.27 

The Dieterich (aging) constitutive law, used here to simulate dynamic 
frictional response, can be expressed as: 

μ= μ0 + a ln
(

V
V0

)

+ b ln
(

V0θ
Dc

)

and
dθ
dt

= 1 −
Vθ
Dc

10  

where μ0 is the residual friction coefficient, a is an empirical dimen-
sionless coefficient which controls the velocity response, V is the 
tangential velocity, and V0 is a reference velocity. The parameter b is an 
empirical dimensionless coefficient that controls the state response, Dc 
has been interpreted as the slip required to renew surface contacts and θ 
is the contact time parameter. This constitutive law provides a rela-
tionship that captures the time and velocity dependence of friction. 
Noting the difference between Schwartzkopff et al.23 and this study is 
that the parameter b is set as non-zero (positive). 

To account for the static frictional response, i.e. the degradation of 
the friction coefficient with the change in shear displacement from 
initial in-situ conditions (Δus), the residual friction coefficient (μ0) is 
reduced linearly over a critical slip weakening distance (Slipc) from an 
initial value (μi) to a final value (μf ), i.e.: 

μ0 =

⎧
⎪⎨

⎪⎩

μi −
(
μi − μf

) |Δus|

Slipc
if |Δus| < Slipc

μf if |Δus| ≥ Slipc

11  

2.4. Conditions for dynamic analysis 

The analysis is transferred into dynamic mode when the following 
instability condition is met24: 

GDc

(b − a)
< − σ′

nL 12  

where the shear modulus G is of the rock surrounding the fault, L is the 
continuous slipping area of the velocity weakening region and the other 
parameters are as defined earlier. Noting that the effective normal stress 
is the weighted average along the velocity weakening slipping area (and 
negative values are in compression, in this study), and if the parameter b 

is variable it is also the weighted average of the velocity weakening 
zone. Note that the geometric constant is assumed to be unity, and 
therefore not explicitly shown in the above expression. This criterion is 
checked for every continuous velocity weakening area. 

When the mean tangential shear-slip acceleration becomes negative, 
i.e. when deceleration occurs along the fault, the dynamic analysis is 
transferred to static analysis. That is, deceleration in fault-slip is used as 
a criterion to cease the dynamic analysis. In fact, when deceleration 
occurs, the number of fault patches undergoing slip reduces due to the 
increase in frictional resistance. Thus, under such conditions, dynamic 
analysis is not required. 

3. Verification of the X-FEM code 

The aforementioned model is used to represent fault reactivation 
during a well-constrained field experiment.17 See Schwartzkopff et al.23 

for a short description of the in-situ experiment, the numerical model 
setup, and boundary and analysis conditions used. Note that the time 
increment (Δt) for the dynamic analysis was determined to be 1 × 10− 4 

s. 

3.1. Flow rate input and associated assumptions 

To convert the flow rate from the in-situ experiment that would flow 
through multiple fractures in the 1.5 m pressurised section to a single 
representative fracture, the flow rate was divided by the number of 
fractures (NoF) that would have been encountered in the in-situ exper-
iment. As with Schwartzkopff et al.,23 it was estimated that there were 
83 ± 37 fractures in the 1.5 m pressurised zone, based on 10 fracture 
density values from previous studies on faults transecting carbonates. 
The pressure increase at the injection section would therefore flow into 
multiple discontinuities. The following expression is the conversion in 
flow rates between all the fractures to a single fracture, which is used as 
direct input into the simulation (q in Eq. (6)): 

flow rateone fracture =
flow rateall

NoF
13 

Note that this definition differs from Schwartzkopff et al.23 since the 
hydraulic aperture 2h is removed from the last integration term of Eq. 
(6). Hence, one strong discontinuity is used to represent the in-situ fault. 
As with Schwartzkopff et al.,23 the assumption of using one strong 
discontinuity is valid since the apparent normal and tangential stiff-
nesses are used for the calculation of the normal and shear displace-
ments during the simulation - a common assumption.45–48 See 
Schwartzkopff et al.23 for a discussion on how the number of fractures 
influences the range of related input values and that the range used for 
each input value is larger than the effect of changing the number of 
fractures from 83 to the upper bound (120 fractures) or lower bound (46 
fractures). 

3.2. Verification using PEST software 

History matching was used to verify the dynamic X-FEM code. His-
tory matching is a type of inverse problem in which the observations in 
the reservoir (pressures and displacements in the present study) are used 
to estimate model variables that caused that response. The process im-
plies that the input parameters have some physical interpretation and 
optimises these variables to reproduce the observed measurements (that 
is, in the present study, from the in-situ experiment). These problems are 
usually ill-posed with many parameter combinations that result in 
equally good matches to the past observations.49 See Schwartzkopff 
et al.23 for a discussion on previous uses of the PEST software suite in the 
literature. 
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3.3. Verification result 

3.3.1. Calibration of input parameters using the PEST software 
The Levenberg-Marquardt algorithm50 is used in PEST to reduce the 

objective function, which is the summation of the squared weighted 
residuals. The smaller the objective function the closer the overall fit to 
the measurements. By using the parameters from the calibrated static 
case (see Table 1), the initial weighted objective function was 49.03, 
with individual contributions from the pressure, shear displacement and 
normal displacement measurement groups of 1.10, 40.56, and 7.37, 
respectively. This corresponded to a coefficient of determination (R2) of 
0.5990 and a ratio of 0.8266 between the normalised measured data and 
normalised modelled values (which corresponds to an overestimation). 
The observation measurements of the pressure, and shear and normal 
displacements for every 5 s were given weightings of 0.2565, 0.8570, 
and 1.1464, respectively. These weightings alter the total objective 
function to reflect the measured magnitudes and this results in an un-
biased weighted objective function. See Schwartzkopff et al.23 for how 
these weightings were calculated. The observation measurements and 
the modelled values were linearly interpolated from the published data 
and the simulations, to obtain values for every 5 s up to 1400 s. 

The other parameters required for the simulation were kept constant 
for each case, as defined in Schwartzkopff et al.23 

The PEST calibration process reduced this initial objective function 
to 14.33 (approximately 29.2% of the initial weighted objective func-
tion), with individual contributions from the pressure, shear displace-
ment and normal displacement of 3.13, 8.79, and 2.41, respectively 
(using the same weightings for each observation group). Using the 
calibrated parameters, the R2 value was 0.8502 with a ratio of 1.0042 
between the normalised measured data and the normalised model 

values (corresponding to a slight underestimation) and representing a 
good match. 

3.3.2. Simulation result with calibrated parameters 
Fig. 1 illustrates the results using the calibrated values, for both the 

mixed dynamic/static simulation and the static only simulation, 
compared to the measured in-situ data. This shows that after initial slip 
using dynamic analysis the pressure decreases compared to the static 
only simulation. The shear displacement history is similar using the 
mixed dynamic/static analysis compared with static only analysis, with 
the major difference being the last slip event in the mixed dynamic/ 
static analysis. This slip event from about 1320 s to 1400 s follows the 
overall trend of the in-situ experimental data. This slip event also in-
creases the normal displacement during this time period, due to dilation. 
Noting that because of the slightly higher initial slip there is more 
opening displacement with the mixed dynamic/static analysis, which is 
closer to the in-situ experimental data. This would explain the lower 
pressure at the injection point since the hydraulic aperture is greater in 
the mixed dynamic/static analysis. In general, by using the mixed dy-
namic/static analysis the results are in closer agreement with the pres-
sure and displacement data, recorded in the in-situ experiment. It is 
therefore important to perform mixed dynamic/static analysis to 
reproduce the complex mechanical behaviour of the fault and pore 
pressure change that cannot be fully captured with the static only 
analysis. The mixed dynamic/static analysis took approximately 18,651 
s (5 h, 10 min, and 51 s), whereas the static only simulation took 8,478 s 
(2 h, 21 min, and 18 s) to complete. Although the mixed dynamic/static 
analysis takes about 2.2 times longer than the static analysis it adds 
important features of the fault reactivation process, as well as possibly 
distinguishing between aseismic and seismic fault slip. Therefore the 
remainder of the discussion is related to the mixed dynamic/static 
simulation. 

As shown in Fig. 1 (a), the variation in pressure with time at the 
injection point follows the measured data very well and on average is 
0.19 MPa lower than the measured values. The final fluid pressure value 
at 1400 s was 3.70 MPa, which was close to the measured value at 1400 s 
of 3.42 MPa. The simulated fluid pressure at the injection point pres-
surised up until about 920 s then remained fairly steady for the rest of 
the simulation, until 1400 s. That is, the pressure versus time simulated 
values shows a similar trend to the experimental pressure data. 

The simulated values of shear displacement versus time follow a 
similar trend to the experimental data and is on average 0.06 mm higher 
than the measured values, as shown in Fig. 1 (b). That is, the fault ex-
periences slip at about 900 s then stops, after which at about 1320 s 
there is a second slip event in the simulation, which is about 120 s later 
than that recorded in the experiment. The final simulated shear 
displacement at 1400 s was 0.88 mm, which is comparable to the 
measured value of 1.17 mm. 

The simulated values of normal displacement versus time also follow 
a similar trend to the experimental data and is on overage 0.05 mm 
lower than the measured values, as shown in Fig. 1 (c). Up until 900 s 
from the start of fluid injection the difference between the measured and 
modelled values are negligible. Then after about 900 s, as a result of 
dilation, the fault opens at the injection point then stops, then when the 
fault experiences a second slip event the fault opens more, then remains 
fairly stable for the rest of the simulation. The final simulated opening 
displacement value at the injection point was 0.45 mm, which is close to 
the measured value of 0.64 mm. 

Fig. 2 shows the total displacement field from in-situ conditions at 
approximately 1400 s into the simulation, which demonstrates that the 
movement induced from fluid injection is concentrated around the in-
jection point (at the centre of the model). 

Fig. 3 shows the change in pore pressure field from in-situ conditions 
at approximately 1400 s into the simulation, illustrating that the pore 
pressure is concentrated around the fluid injection point (at the centre of 
the model). 

Table 1 
Parameters for the uncalibrated dynamic case (taken from the calibrated static 
case) and calibrated dynamic case.  

Parameter Uncalibrated dynamic case 
(taken from the calibrated 
static case) 

Calibrated 
dynamic case 

Damage zone elastic modulus E 
(GPa) 

16.2 16.2 

Damage zone Poisson’s ratio ν 0.34 0.34 
Intact zone elastic modulus E 

(GPa) 
29.2 29.2 

Intact zone Poisson’s ratio ν 0.33 0.33 
Density ρs (kg/m3)  2364 2364 
Porosity n (%) 14.25 14.25 
Fault damage zone permeability 

kf (m2)  
4.93 × 10− 14 1.40 × 10− 13 

Biot poroelastic constant αBiot  0.77 0.78 
Initial hydraulic aperture 2h0 

(m) 
4.79 × 10− 5 4.71 × 10− 5 

Kappa factor κ 1.2 1.2 
Apparent normal stiffness kN 

(GPa/m)  
27.7 28.0 

Apparent tangential stiffness kT 

(GPa/m)  
11.5 12.5 

Dilation angle φd (◦)  19 19 
Initial frictional coefficient μi  0.68 0.95 
Final frictional coefficient μf  0.80 
Critical slip weakening distance 

Slipc (m) 
Not applicable 1.0 × 10− 3 

a parameter 2.69 × 10− 2 2.70 × 10− 2 

b parameter 3.69 × 10− 2 3.70 × 10− 2 

Dc (m) 2.00 × 10− 5 2.14 × 10− 5 

Reference velocity V0 (m/s) 1.0 × 10− 7 8.4 × 10− 8 

Number of fractures 83 83 
Standard deviation of non- 

logarithmised fracture 
asperity heights σh (m)  

1.9 × 10− 4 2.0 × 10− 4  
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Fig. 4 (a) shows the pressure history along the fault, illustrating the 
pressure increase and the diffusion of fluid away from the injection 
point, Note that the positive values from the injection point are deeper 
along the fault. The zone of fluid pressure >1 MPa at approximately 
1400 s ranges between approximately − 60 m–80 m from the injection 
point (140 m in total), which illustrates that the fluid pressure prefer-
entially was transferred deeper along the fault compared to up the fault, 
because of gravity. The pressure history is smooth with notable increases 
at 930 s, 1135 s, and 1325 s. 

The shear displacement history along the fault, as shown in Fig. 4 (b), 
is smooth until approximately 930 s. Following this, when the fault 

becomes tensile at one section, below the injection point, the shear 
displacement splits into two peaks away from this section. The shear 
displacement area at 1400 s ranges from approximately − 40 m–50 m 
from the injection point, which shows that the shear displacement area 
follows the increased pressurised area. 

Similar to the shear displacement history along the fault, the normal 
displacement history along the fault, as shown in Fig. 4 (c), is smooth 
until approximately 930 s. After this time, one section of the fault just 
below the injection point becomes tensile (i.e. the fault surfaces are no 
longer in contact). This results in this section of the fault not being 
influenced by the dilation from shear movement. The section where 

Fig. 1. (a) Pressure, (b) shear displacement, and (c) normal displacement at the injection point over time for the calibrated dynamic and static simulations.  
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normal displacement is increased (above about 0.1 mm) at 1400 s ranges 
from approximately − 40 m–50 m, which illustrates that this normal 
displacement range is influenced by the increased pressurised area. 

3.3.3. Model verification in terms of aseismic-to-seismic slip ratio 
The dynamic analysis was used when the instability criterion was 

met (Eq. (12)). This resulted in four distinct seismic periods (see Fig. 5). 
The first seismic period where dynamic analysis was used was at ~900 s 
into the simulation, after shear slip had initiated, and lasted for ~55 s. 
Interestingly, the next major seismic period was calculated to be at 1110 
s into the simulation, which is similar to the measured start of seismicity 
at 1100 s in the in-situ experiment. This dynamic period went from 
1110 s to 1160 s in the simulation (a period of 50 s). The in-situ 
experiment measured half the seismic events from 1000 s to 1190 s. 
There were one other seismic periods in the simulation after the main 
seismic period, at 1285 s (lasting ~70 s). Noting that if a static analysis 
time step was bounded by two dynamic analysis periods, this static 
analysis time step is grouped as the same seismic period. 

Fig. 6 illustrates that the dynamic analysis is able to capture high 
velocities in the simulation, in this case at 1295.73 s after the start of 
injection the maximum velocity simulated is just above 0.047 m/s. In 
this case there are two high velocity zones, both above and below (and 
close to) the injection point. 

The ratio of dynamic shear movement to total shear movement was 
1.10%. The dynamic shear movement to total shear movement was 
calculated by the absolute cumulative weighted average shear move-
ment along the fault during the dynamic analysis and compared to the 
total absolute cumulative weighted average shear movement along the 
fault. This is a reasonable value since other numerical results using rate 
and state friction state reported this ratio was approximately 1% for low 
amounts of seismic activity, with seismic magnitude ~0.3 51. In 

addition, it has been shown that most (>95%) of the deformation 
induced by fluid injection is aseismic, during in-situ experiments, at the 
scale of tens of metres,52–55 in the laboratory56 and during reservoir 
stimulations.57,58 

The seismic moment was calculated at every time step: 

M0 =G|Δus|A 14  

where G is the shear modulus, |Δus| is the absolute weighted shear 
displacement change from in-situ conditions for the slipping area A. The 
seismic magnitude can be approximated from the seismic moment using 
the following expression59: 

Mw =
2
3
log 10(M0) − 6.0 15 

The ratio of dynamic shear movement to total shear movement 
(1.10%) is multiplied by the seismic moment to approximate the dy-
namic seismic magnitude (see Fig. 7). Interestingly, the average dy-
namic seismic magnitude for the dynamic periods was − 2.002, which is 
in agreement with the calculated value of approximately below − 2 for 
the in-situ experiment. Demonstrating that, as with the in-situ experi-
ment, the slip was mostly aseismic in the simulation. 

The ratio of dynamic shear movement to total shear movement for 
each point along the fault during the simulation is shown in Fig. 8. This 
illustrates that the majority of the seismic shear movement was remote 
from the injection point and near the shear stress fronts. This is in 
agreement with many studies on induced seismicity due to fluid injec-
tion.17,29,60 More seismic shear movement occurred below the injection 
point at the shear stress front (downwards in the direction of gravity). 

Fig. 2. Total displacement field at approximately 1400 s.  

A.K. Schwartzkopff et al.                                                                                                                                                                                                                      



International Journal of Rock Mechanics and Mining Sciences 147 (2021) 104871

8

4. Parametric investigations into the seismicity produced from 
fluid injection 

Two parametric studies were conducted to investigate the role of the 
injection rate and the b parameter (which controls the amount of 
decrease in the friction coefficient) on the seismicity produced. Since the 
volume of fluid to be injected is normally predetermined, it is important 
to understand what injection rate the operation should use to mitigate 
damaging seismicity. The b parameter is an important controlling factor 
in the nucleation of seismicity. Investigating changes in the b parameter 
(within a reasonable range) illustrates how this X-FEM model can 
quantify the risk due to uncertainty in parameters. These parametric 
studies aim to clarify the seismic response due to injecting a constant 
volume under different conditions to assist in the understanding and 
hence possible mitigation of seismicity. The first focussed on injecting 1 
cubic m of water into the same configuration using different constant 
flow rates (from 4 × 10− 4 cubic m per s to 4 × 10− 3 cubic m per s). The 
second investigated the influence of the b parameter on the level of 
seismicity predicted by the simulations, using the flow rate that pro-
duced the greatest seismicity by injecting 1 cubic m of water into this 
fault. The material and fault properties obtained from calibration were 
used in these studies. 

4.1. The influence of the injection rates on the aseismic and seismic fault- 
slip injecting a constant volume into the fault 

By increasing the flow rate but maintaining a constant injection 
volume (i.e. by changing the injection period during the simulation) 
results in the pressure at the injection point increasing more rapidly with 
the cumulative injected volume as well as producing an overall higher 
pressure during the simulation, referring to Fig. 9 (a). This results in the 

fault slipping earlier and more initially, as shown in Fig. 9 (b). Increasing 
the flow rate generally produces more shear displacement in the simu-
lation, with the exception of the 1 × 10− 3 cubic metres per s simulation, 
since the frictional model is complex owing to its dependency on the 
slipping velocity and contact time. Note that Fig. 9 (b) includes both 
seismic and aseismic fault-slip. In the pressurisation stage (without 
slipping taking place), the normal displacement increases faster with the 
cumulative injected volume. After the fault slips, the normal displace-
ment increases because of the dilation. The normal displacement for 
these models increases with increasing flow rate, except for the flow rate 
of 8 × 10− 4 cubic m per s since when the fault is in contact (the pressure 
is below the initial effective normal stress), the fault slips less compared 
with the other selected simulations, producing a lower overall normal 
displacement (see Fig. 9 (c)). Note that dilation affects the normal 
displacement around the injection point, which would influence the 
normal displacement magnitude at the injection point as well. 

Fig. 10 shows a summary of the pressure, shear displacement and 
normal displacement at the end of the simulations for different flow 
rates (injecting a total of 1 cubic m of water into the fault). The final 
simulated pressure increases approximately linearly from 3.83 MPa for 
the 4 × 10− 4 cubic m per s flow rate to 5.28 MPa for the 4 × 10− 3 cubic 
m per s flow rate. This results in the final shear displacement values in 
general increasing when raising the flow rate. As there is a complex non- 
linear relationship between the pressurisation rates and hence the slip-
ping rate and friction coefficient, this produces a scattered relationship 
between flow rate and final shear displacement at the injection point. 
However, in general the higher the flow rate, the greater the pressure 
and then the shear displacement increases. The final normal displace-
ment at the injection point is fairly constant, when varying the flow rate, 
at about 0.4 mm. The minimum and maximum slipping pressure values 
are calculated from the final and initial friction coefficients, 

Fig. 3. Change in pore pressure field from in-situ conditions at approximately 1400 s.  
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Fig. 4. (a) Pressure, (b) shear displacement, and (c) normal displacement along the fault over time for the calibrated simulation.  

A.K. Schwartzkopff et al.                                                                                                                                                                                                                      



International Journal of Rock Mechanics and Mining Sciences 147 (2021) 104871

10

respectively, and do not take into account the rate and state friction 
effects. 

Fig. 11 shows the same final pressure values and the seismic to total 
slip ratio with respect to the flow rate (injecting a constant volume of 1 
cubic m). When the final pressure value falls within a range from the 
maximum slipping pressure to the initial effective normal stress, the 

fault surfaces are in contact and fault-slip is occurring. Since this max-
imises the amount of the slipping area that is in contact, this produces 
the greatest amount of seismicity, indicated by the seismic to total slip 
ratio. When the pressure is below or close to the maximum slipping 
pressure, this produces less seismicity since there is less slipping area 
(that is in contact). As the injection rate increases, it reduces the simu-
lated seismicity, since the centre of the fault becomes tensile and sepa-
rates and these areas that are not in contact will not contribute to 
indicating seismic events, because of the instability theory used, see Eq. 
(12). Therefore, increasing the flow rate may contribute to reducing the 
severity of seismicity, however, as the pressure at the injection point 
becomes higher, it has the possibility of inducing tensile fractures into 
the rock mass and/or causing fault propagation. If seismic fault-slip can 
be accurately estimated (using methods such as the one presented), 
there is a possibility of allowing large aseismic fault-slip events to occur 
while minimising the seismic fault-slip (considering a threshold of 
allowable seismicity). By understanding the conditions and magnitudes 
of seismicity caused by fluid injection, this may assist in determining 
fluid injection protocols for industry. This may give greater confidence 
and control to operations such as for shale gas recovery, enhanced 
geothermal systems, and wastewater disposal. 

The amount of seismicity will change dependent on the properties of 
the rock mass and the fault. Therefore, careful consideration of these 
properties must be taken into account, with one of the most important 
and influential parameters being the friction coefficient of the fault core. 
In addition, estimating the pressurisation history, from determining the 
fault permeability and damage zone permeability, is important to 
determine the maximum pressure from a corresponding injection 
scheme. 

Fig. 5. Simulated pressure, shear displacement and normal displacement over 
time at the injection point, showing the dynamic periods (noting that these 
dynamic periods include some static time steps that are bounded by dynamic 
periods for graphing purposes). 

Fig. 6. An example of the total velocity field during dynamic analysis, showing a maximum velocity of approximately 0.047 m/s.  
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4.2. The influence of (b-a) values on the aseismic and seismic fault-slip 
injecting a constant volume at a constant flow rate 

Taking the injection rate that produces the maximum seismic to total 
slip ratio from the previous simulations (6 × 10− 4 cubic m per s), 
another parametric study was conducted to investigate the influence of 
the b parameter on the predicted seismicity using the same rock mass 
and fault properties of the calibrated simulation. 

Fig. 12 shows the pressures, shear displacements and normal dis-
placements at the injection point from the end of each simulation, by 
changing the b parameter from equal to the a parameter to 0.025 more 
than the a parameter (in 0.005 increments). The final pressure simulated 
decreases with increasing the b parameter. At low b parameter values, 
therefore the pressure is higher, thus producing more slip for the (b-a) 
value equal to 0 and 0.005. The shear displacement then decreases 
because of the lower pressures experienced, before increasing with the 
increasing b parameter, since the higher the b parameter the greater 
reduction in the frictional coefficient when slip occurs, promoting more 
fault-slip. The normal displacement values are affected by both the 
pressure and the amount of shear displacement. As the pressure de-
creases so does the opening however, as the shear displacement in-
creases so does the normal displacement due to dilation. This produces a 
minimum normal displacement at (b-a) value of 0.02, since the pressure 
is still relatively low compared to the other simulations and this 

simulation produces less shear displacement than the (b-a) value of 
0.025, which opens the fault due to dilation. 

According to the conditions for dynamic analysis (see Section 2.4) a 
velocity neutral fault will not produce any seismicity, resulting in a 
seismic to total slip ratio of zero for the (b-a) value of zero. From the (b- 
a) value of 0.005–0.025 the amount of seismicity seems to scale 
approximately linearly with the (b-a) value, reaching a maximum of 
about 4.2% at the (b-a) value of 0.025, see Fig. 13. Therefore the (b-a) 
value effects the amount of seismic to total slip ratio proportionally. This 
indicates the importance of measuring or estimating the rate and state 
frictional parameters for a fault. The residual frictional coefficient and 
the a and b parameters would vary spatially along the fault core. This 
demonstrates the importance of estimating or measuring these local 
frictional parameters at the injection site. 

5. Advantages of the coupled X-FEM approach to quantify mixed 
aseismic/seismic fault-slip 

It is important to be able to predict when seismic fault-slip occurs and 
the seismic magnitude produced.51 Seismic fault-slip may cause un-
wanted damage to surface and underground structures if the seismic 
magnitude is high enough.1–5 Conversely, aseismic slip will not radiate 
seismicity however, may cause fault propagation.61 Therefore, there 
may be a method to optimise fluid flow based on a concept that attempts 

Fig. 7. Simulated dynamic and total seismic magnitudes over time, showing the dynamic periods.  

Fig. 8. Simulated seismic to total slip ratio along the fault.  
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to minimise the seismic magnitude. In such a method, aseismic fault-slip 
could occur if it cause neither rock failure nor fault rupture. In addition, 
if seismic fault-slip can be properly predicted and partitioned from the 
aseismic fault-slip, it would be possible to estimate the severity of 
ground vibration accurately. This would assist with mitigating public 
concern, by providing the maximum seismic magnitude that could 
occur. 

The relationship between seismic and aseismic fault-slip during fluid 
injection remains poorly understood.32,60 Chen and Lapusta51 modelled 
repeating earthquakes using a representative rate and state friction 
model and found that there was significant aseismic fault-slip ranging 
from more than 99% of total slip for the smallest repeating seismicity 

produced in their model (with moment magnitude of approximately 0.3) 
to 20% of total slip for the largest repeating seismic events that they 
simulated (with moment magnitude 3.7). They used a creeping fault 
layer with velocity of 23 mm per year to activate seismicity, hence they 
did not consider fluid injection or its effect in their simulations. Lapusta 
and Liu62 developed a three-dimensional method using the boundary 
integral method to simulate spontaneous seismic and aseismic fault-slip 
subject to slow tectonic loading. Their results showed that the widely 
used quasi-dynamic method produces much smaller slip velocities and 
rupture speeds during dynamic events compared to their fully dynamic 
simulations. They use a creeping fault layer with velocity of 32 mm per 
year to induce changes in the fault plane however, do not consider fluid 

Fig. 9. (a) Pressure, (b) shear displacement, and (c) normal displacement at the injection point versus cumulative injected volume at selected flow rates.  
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effects or injection. Cappa et al.29 used the Distinct Element Method 
(DEM)63 via 3DEC64 and show that fault-slip induced by fluid injection 
in a natural fault is quantitatively similar with fault-slip and frictional 
properties measured in the laboratory. They suggest that seismicity may 
be triggered indirectly by the fluid injection due to loading of the 
non-pressurised fault zones by aseismic slip. Their 3DEC model cannot 
consider fluid exchange between the fault and the rock mass and there 
were no inertial effects present. Wynants-Morel et al. 60 also used 3DEC 
to simulate fault-slip using synthetic case studies. They considered the 

fault-slip seismic if the slip velocity is equal or greater to 1 mm/s; 
however, the simulation of seismic ruptures was quasi-dynamic, where 
an adaptive time stepping scheme was used, which is dependent on the 
unbalanced force ratio. In addition, they did not consider fluid transfer 
between the fault and the rock mass and did not compare their model to 
an in-situ experiment. In contrast, the method presented in this study is 
fully dynamic during the seismic slip, fluid transfer between the fault 
and the rock mass is accounted for, and an in-situ fluid injection 
experiment is used for the verification of the method whilst considering 

Fig. 10. Pressure, shear displacement and normal displacement at the injection point taken from the end of the simulation versus flow rates injecting 1 cubic m of 
water into the fault. 

Fig. 11. Pressure at the injection point taken from the end of the simulation and seismic to total slip ratio versus flow rates injecting 1 cubic m of water into the fault.  
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aseismic and seismic fault movements. Hence, the numerical simulation 
scheme developed in this study can be a reliable method to quantify 
fluid injection induced fault-slip in both quasi-static and dynamic con-
ditions, although the code needs to be further extended to three di-
mensions for faults with complex geometries. 

6. Conclusions 

In this study a static and dynamic coupled X-FEM approach is pre-
sented to predict the pressure and movement of an in-situ experiment. 
By using history matching the simulated values produced became close 
to the measured data. The dynamic analysis was used when instability 
conditions were met, using a direct implication of rate and state friction. 
This calibrated model predicted the main seismic event and 

Fig. 12. Pressure, shear displacement and normal displacement at the injection point taken from the end of the simulation versus (b–a) values injecting 1 cubic m of 
water into the fault at a flow rate of 6 × 10− 4 cubic m per s. 

Fig. 13. Pressure at the injection point taken from the end of the simulation and seismic to total slip ratio versus (b–a) values injecting 1 cubic m of water into the 
fault at a flow rate of 6 × 10− 4 cubic m per s. 
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corresponding magnitude that was recorded in the in-situ experiment. 
This result emphasises that under the in-situ experimental conditions 
that fault-slip was mainly aseismic, however <2% of the fault-slip was 
seismic. This illustrates the importance of considering and modelling the 
main mechanisms that contribute to fault-slip, including the fluid ex-
change between the rock mass and the fault core (approximated, in this 
case, by a through-going discontinuity). A parametric study investi-
gating the injection rate (at a constant injection volume) indicated that 
seismicity may increase with injection rate then decrease when the fault 
becomes tensile. However, the higher injection rates may produce un-
desired tensile failure of the surrounding rock mass and/or cause fault 
propagation. By using the maximum seismic to total slip ratio the in-
fluence of the (b-a) value was investigated, illustrating with this method 
the amount of seismicity increases approximately linearly with the b 
parameter. This demonstrates the importance of estimating or 
measuring important rock mass and fault properties before fluid injec-
tion takes place. By predicting the onset of seismicity and seismic 
magnitudes caused by fluid injection this would assist in determining 
fluid injection protocols for industry. Extension of this code to three- 
dimensional analysis could be considered. This may lead to a better 
understanding of seismicity from fluid injection, which could assist with 
mitigating the risks of injecting fluid underground. 
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58 Schmittbuhl J, Lengliné O, Cornet F, Cuenot N, Genter A. Induced seismicity in EGS 
reservoir: the creep route. Geoth Energy. 2014;2(1):1–13. 

59 Hanks TC, Kanamori H. A moment magnitude scale. J Geophys Res Solid Earth. 1979; 
84(B5):2348–2350. 

60 Wynants-Morel N, Cappa F, De Barros L, Ampuero J. Stress perturbation from 
aseismic slip drives the seismic front during fluid injection in a permeable fault. 
J Geophys Res Solid Earth. 2020;125(7), e2019JB019179. 

61 Preuss S, Herrendörfer R, Gerya T, Ampuero J, van Dinther Y. Seismic and aseismic 
fault growth lead to different fault orientations. J Geophys Res Solid Earth. 2019;124 
(8):8867–8889. 

62 Lapusta N, Liu Y. Three-dimensional boundary integral modeling of spontaneous 
earthquake sequences and aseismic slip. J Geophys Res Solid Earth. 2009;114(B9). 

63 Cundall PA. Formulation of a three-dimensional distinct element model—Part I. A 
scheme to detect and represent contacts in a system composed of many polyhedral 
blocks. In: International Journal of Rock Mechanics and Mining Sciences & Geomechanics 
Abstracts. Vol 25. Elsevier; 1988:107–116. 

64 Itasca Consulting Group Inc. 3DEC—Three-dimensional Distinct Element Code. 
Published online. 2016. 

A.K. Schwartzkopff et al.                                                                                                                                                                                                                      

http://refhub.elsevier.com/S1365-1609(21)00255-0/sref46
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref46
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref46
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref47
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref47
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref47
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref48
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref48
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref48
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref48
https://doi.org/10.1007/s10596-010-9194-2
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref50
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref50
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref51
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref51
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref51
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref52
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref52
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref53
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref53
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref53
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref54
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref54
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref54
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref55
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref55
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref55
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref56
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref56
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref57
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref57
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref58
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref58
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref59
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref59
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref60
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref60
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref60
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref61
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref61
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref61
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref62
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref62
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref63
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref63
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref63
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref63
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref64
http://refhub.elsevier.com/S1365-1609(21)00255-0/sref64

	Numerical simulation of mixed aseismic/seismic fault-slip induced by fluid injection using coupled X-FEM analysis
	1 Introduction
	2 X-FEM formulation for a mixed aseismic/seismic fault-slip simulation based on a coupled hydro-mechanical model
	2.1 Spatial discretisation of the strong formulation for X-FEM
	2.2 Discretisation of the time domain and solution technique
	2.3 Frictional model
	2.4 Conditions for dynamic analysis

	3 Verification of the X-FEM code
	3.1 Flow rate input and associated assumptions
	3.2 Verification using PEST software
	3.3 Verification result
	3.3.1 Calibration of input parameters using the PEST software
	3.3.2 Simulation result with calibrated parameters
	3.3.3 Model verification in terms of aseismic-to-seismic slip ratio


	4 Parametric investigations into the seismicity produced from fluid injection
	4.1 The influence of the injection rates on the aseismic and seismic fault-slip injecting a constant volume into the fault
	4.2 The influence of (b-a) values on the aseismic and seismic fault-slip injecting a constant volume at a constant flow rate

	5 Advantages of the coupled X-FEM approach to quantify mixed aseismic/seismic fault-slip
	6 Conclusions
	Declaration of competing interest
	Acknowledgments
	References


